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Abstract

     The paper considers the general form of regression models with an increasing number of un-
known parameters and different and unknown random error variances. Such models are typical 
for applications and allow us to solve some practical problems that face difficulties. Linear and 
nonlinear regression models can be considered as a partial form of this model. The iterated pro-
cess for calculating the least square estimators for generalized regression models is construct-
ed. The approach for estimating the elements of the covariance matrix of the deviation vector 
is suggested. Using these results, the method of constructing a confident band for unknown 
functions in regression models is suggested.

Keywords: generalized regression model; increasing number of unknown parameters; least 
square estimator; unknown variances of random errors; design matrix; Fisher’s matrix; iterated 
process

Introduction

    The theory of regression analysis has a long history. The earliest form of the method of least squares 
for regression models was suggested by A. Legendre in 1805 and later by F. Gauss in 1809 in The-
oria Motus Corporum Coelestium. Although Legendre formally introduced the method, Gauss had 
independently developed and applied it as early as 1795 during his astronomical research. However, 
Gauss’s delayed publication, possibly because he did not prioritize formalizing the technique at the 
time. 

    C.F. Gauss [12] and A.-M. Legendre [8] independently developed the method of the least squares, 
and today the academic world considers them as the pioneers of regression theory. Other leading 
scientists made also essential contributions for the development of regression analysis: U.Yule, K. 
Pearson [15, 21] C. R. Rao [10], R. Fisher [1] G. Seber [11], P. Huber [7], and others.
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     The term “regression” was introduced by Francis Galton in the 19th century to describe a biological phenomenon observed in his 
studies of heredity [3]. Historical accounts differ on when Galton first used the term, with some attributing it to his work in the late 
1870s. The phenomenon, now known as “regression toward the mean,” describes how the heights of descendants of tall ancestors 
tend to regress toward the average population. Galton observed this trend while studying the inheritance of traits such as height, using 
empirical data to quantify the relationship between parent and offspring measurements. While Galton initially applied the concept of 
regression solely to biological heredity, his pioneering work in quantifying relationships between variables laid the groundwork for its 
broader statistical applications. Subsequently, Udny Yule and Karl Pearson extended Galton’s ideas, generalizing the concept of regres-
sion to statistical contexts, including the study of relationships between economic, social, and physical variables. In world literature 
there are published various types of regression models, for instance, functional regression, spline and quantile regression models, 
regression models with missing data [14, 16, 17, 23], and others. Below is considered the general form of regression models, and some 
results for linear and nonlinear regression models can be considered as a special case of generalized regression models.

Construction of the mathematical model. Consider the following model

where θ = (θ1, θ2,…, θm)T - is the vector of unknown parameters. It is supposed that 

 are continuous and bounded 

functions, and 

x ∈ X ⊂ R, θ ∈ Θ ⊂ Rp, 0 < p < N.                            (1.2)

The families of probability measures on Borel subsets A of the space X, are defined as

 

where IA (xi) - is the indicator of the set A. 

It is assumed that ∀A for N → ∞, μN (A) weakly converges to some probability measure μ(A). Denote such convergence as

We assume also

where σ2 (x) - is an unknown bounded function (1.5)

The condition (1.4) is typical for applications and not widely researched in the world literature. There are some papers related to 
the case of a finite number of unknown parameters and unknown variances of random errors [18] and even for linear and nonlinear 
regression models with an increasing number of unknown parameters [4-6]. Here generalized model is considered, and the cases of 
linear and nonlinear models can be considered as a special case of this model. Denote 
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is the normed informatic matrix,

- are the eigen values of the matrix MN (θ) for which 

For finding l.s.e. for nonlinear regression models, according to [2] we can construct the iterated process which has the following form 

Let us investigate the convergence of the process (6). Preliminarily, we remind the following theorem from [9].

Theorem 1.1. Assume that the families of functions GN (x, θ) which are continuous on X × Θ is given where X, Θ - are compact sets.

Then

 

From Theorem 1.1, we get

Corollary 1.1. Under the conditions (1.2), (1.3), uniformly on x the following expression is held MN (θ) → M(θ) for N → ∞. 

Proof. In the capacity of GN (x, θ) we take

 

As the elements GN (x, θ) are defined as 

 

and are continuous and bounded functions according to the condition (1.2), then the series (1.7) converges uniformly for N → ∞ to 
some function G(x, θ). Using the condition (1.2) and applying Theorem 1.1, we get the desired statement. 

Corollary 1.2. Under the conditions of Corollary 1, uniformly on θ the following relation is held

 

Proof. As

 

then considering , Corollary 1.2 and using Theorem 1.1, we get the desired statement.
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Remark 1.1. Corollaries 1.1 and 1.2 have proved only the existence of the limits MN (θ) and , although we do not know the values 
of these limits. 

Consider measurable families gN, y (x, θ) ∈ C (X × Θ).

Introduce the following conditions: 

 
 

 
 
 

Denote 

 
 
 

Theorem 1.2 Assume θ ∈ B(r) and the conditions (1.1), (1.6) - (1.9) are held. Then 

Proof. As μN (∙) is a discrete measure, then the ratio (1.12) can be rewritten as 

 
 

Then, according to the condition (1.9), we have

From here, using Theorem 1.1, we get 

Thus, for N → ∞ we have 

 

 
For θ ∈ B(r) taking into consideration (1.12) we have
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where (x, θ) = gN, y (x, θ) - GN (x, θ)

∆φ(x, θ, θ* )=gN, y (x, θ)-GN (x, θ)- gN, y (x, θ*) + GN (x, θ*)

From ratios (1.11) and (1.12) we have 

 
 
 

Applying Chebyshev’s inequality to the first part of (1.16), we get

 
 
 

Denote ωN, y (r) - the module of continuity of φN (x, θ).

According to the condition (1.6), we have ωN, y (r) ≤ C. 

As φN (x, θ) is defined as

φN (x, θ) = gN, y (x, θ)-GN (x, θ)

Then, according to the conditions (1.8) and (1.10), the family of functions φN (x, θ) compactly in X × θ. Then

almost for all y. Thus, all conditions of Lebesgue’s theorem about transition under the integral are met. Then we get

Taking into consideration the ratio (1.16), we get

Theorem 1.2 has been proved.

Denote 
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- the elements of the matrix AN (θ);

 - is the matrix for the elements of which 𝜕𝑎𝑖𝑗𝜃 are held

 

Theorem 1.3 Suppose θ ∈ B(r). If the following condition

is held then

Proof. We will use Theorem 2. For this, in the capacity of the family of functions gN, y (x, θ) we take

where aiN (x, e) and (i, N) - the elements of the matrix .

Denote - the elements of the matrix 𝑀𝑁(𝜃 )−1.

For 𝑎𝑖𝑁 (𝑥, 𝑒) - we have

 

Then from the ratio (1.13) it follows that the conditions of Theorem 1.2 are held. Then for SN (θ) we have

 

Using Theorem 1.1 we get that for θ ∈ B(r)

 

Theorem 1.2 has proved.

Denote
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Theorem 1.4 Under the conditions 3 the following ratio is held

Proof. As

- is the unit matrix then for all we have

 
 

where ∆δN (θ*, θ) = δN (θ) - δN (θ*).

As 

Then

     In (1.18), on the right side, the first term tends to zero N → ∞, r → 0 according to Theorem 1.3, the second term also tends to zero 
according to Theorem 2 for N → ∞, r → 0. Then we get.

Theorem 1.4 has been proved.

Below is a convergence of the random variables ς1, ς2 will be denoted as

ς1 → ς2

and it means weak convergence [13].

Theorem 1.5. Assume that for γ > 0 the following ratio is held

E|εi|2+γ ≤ C <∞

and ε1, ε2,…, εN - is the sequence of independent random variables. 

Then, under the conditions (1.3), we have 

for N → ∞, where

 

where

 

(The limit of  (θ* ) exists according to Corollary 1.1)
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Proof. Similarly, as it was in the proof of Theorem 1.2 let us introduce nonzero vector l = (l1, l2,…, lm)T of the size m.

Then 

 

where ai (θ*) i-th row of the matrix матрицы AN (θ*).

According to the condition (1.3), we have

Consider 

 
 

 
 
 

where ε > 0, Fyi (x) - is the distribution function of yi.

Consider the Lindeberg’s fraction

 
 

We have

 
 
 

Then from (1.17) it follows 

According to the Central Limit Theorem [9] we have

Using the criterion of normality [22], we have 
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Theorem 1.5 has been proved.

In the statement of Theorem 1.5, the matrix  (θ*) - is unknown. Hence, it is necessary to estimate the elements of this matrix. 

Suppose rB > 0 and rB → 0 for s → ∞.

Theorem 1.6 If for some N and rB the following inequality is held

Then there exists the random variable N, such that 

 

Theorem 1.6 can be considered as a corollary of Theorems 1.4 and 1.5, because all conditions of these theorems are met.

Estimation of the elements of the covariance matrix for generalized regression models. 

In Theorem 1.5, the matrix  (θ*) is unknown. Below using  consistency of the estimator of the unknown parameter θ* we will 
estimate the elements of the matrix  (θ*). Remind that according to Theorem 1.5, we had

 
 

Denote  - the elements of the matrix ,

- are elements of the matrix 

 

 

- are eigen values of the matrix .

Theorem 2.1 Assume 

is bounded ∀𝜃 ∈ 𝐵(𝑟)

Then 

 
 

Proof. Consider
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For θ (s + 1) ∈ B(r) from the ratio (2.2) we have

 
 

As the elements of the matrix FN (θ) are continuous, then for s → ∞, r → 0 then, according to Theorem 1.6 we have

Then from (2.2) it follows

 

Substituting (2.3) in (2.2) and opening the parenthesis, we have 

 
 
 

     Repeating the way of Theorem 2.1, which proves (2.4) and tendency to zero of the last terms on probability for N → ∞, uniformly 
on x. Then we get that  is asymptotically unbiased estimator of the element  and according to the same Theorem 2.1 
it is also consistent estimator. 

     Using Corollary 1.1, we get that for the matrix  there exists the limit matrix , and the elements of the matrix  for N → 
∞ are asymptotically unbiased and consistent estimators corresponding elements of the matrix M(θ*). 

Consider the matrix

 

Denote  - the elements of the matrix , and ck, l - the elements of the matrix .

Then 
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Under the conditions of Theorem 1.6 we have

 

which proves Theorem 2.1.

For constructing a confidence band for the function η(x, θ) we can use Theorems 1.5 and 1.6 and the approach suggested in [4]. 

     Remark 2.1. It is necessary to underline the advantages and flaws of the suggested method above. The advantage of this approach 
is that the method allows for investigating the regression models where the errors of random variables have different and unknown 
variances, and at one point of observation, there is no more than one response. Such models are typical for applications and have not 
been widely research.

     The deficiency of this approach is that all results (estimation of unknown parameters and the elements of a covariance matrix) have 
an asymptotic structure and have an efficiency for a large number of observations.

Conclusion

     The mathematical model of generalized regression models with an increasing number of unknown parameters is suggested. Linear 
and nonlinear regression models can be considered as a partial form of this model. The iterated process for calculating the least square 
estimators is constructed. A new method for estimating the elements of a covariance matrix has been suggested. Using these results, 
the method of constructing a confidence band for an unknown function in regression models is suggested.
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