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Abstract

Aim: Prostate cancer, one of the most common cancer among men and a cancer that can vary 
significantly in its aggressiveness, will cause more deaths in the future with its increasing inci-
dence. Gleason score has been defined as the most reliable and autonomous predictor of pros-
tate cancer outcomes. The study aim to determine the variables affecting Gleason score and 
indirectly to establish prognostic indicators for prostate cancer.

Material and methods: The variables in the data set were analyzed according to the dependent 
variable categories Independent sample test and Mann Whitney U test were used in statistical 
analyses and p<0.05 was considered significant. Analyses were performed with IBM SPSS 26.0. 
In the modeling phase, the relationship between the grouped form of Gleason score and other 
variables was examined with Multilayer Perceptron and Radial Basis Function Neural Network 
methods. The dataset was divided into training and test datasets in a 70:30 ratio. The results 
are reported using accuracy, balanced accuracy, sensitivity, specificity, PPV, NPV and F1 score as 
performance metrics.

Results: The data set used in the study consists of variables belonging to 97 patients. The mean 
age of the patients was 63.87 years. Patients were divided into two groups: those with a Glea-
son value of 7 and above and those with a Gleason value below 7. There were 35 patients with 
a Gleason value below 7 and 62 patients with a Gleason value above 7. According to the results 
obtained from the modeling, the best result was obtained from the Multilayer Perceptron model. 
accuracy, balanced accuracy, sensitivity, specificity, positive predictive value, negative predictive 
value and F1 score were 96%, 100%, 93.3%, 90.9%, 100%, 95.2%, respectively.

Conclusion: The study obtained highly accurate classification results when modeling with Gela-
son score categories and other independent variables. This shows that machine learning models 
can be used effectively and successfully in medical data. Furthermore, important variables were 
identified and their indirect associations with prostate cancer were revealed. In the future, more 
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detailed research on prostate cancer can be conducted by focusing on these variables.

Keywords: Prostate cancer; Gleason score; modelling; classification

Introduction

     A malignancy that develops in the prostate gland, an organ of the male reproductive system, is known as prostate cancer. It is one 
of the most prevalent cancers among males, and its degree of aggressiveness can differ significantly. The prostate gland contributes to 
the production of a portion of the fluid comprising sperm. Prostate cancer generally arises from the uncontrolled proliferation of cells 
within the prostate organ. These abnormal cells may eventually aggregate into a tumor and, in certain instances, metastasize to other 
anatomical sites [1]. 

     Prostate cancer, with 1,276,000 new cases and 359,000 deaths in 2018, ranks as the second most often diagnosed disease and the 
sixth highest cause of death from cancer among men worldwide. By 2040, the incidence of prostate cancer is projected to increase to 
2.3 million new cases, and the number of deaths caused by the disease is estimated to reach 740,000. This rise in prostate cancer cases 
and deaths can be attributed to both population expansion and the aging population [2]. Prostate cancer may not show any symptoms 
in its initial stages and tends to progress slowly, often not requiring significant therapy. Nevertheless, the most prevalent grievance is 
urinary difficulties, heightened frequency, and nocturia, all of which can be attributed to prostate enlargement. Urinary incontinence 
and back stiffness may occur in more advanced stages of bone metastatic disease, as the crucial skeleton is the most frequent site of the 
disease. Elevated plasmatic levels of prostate-specific antigen (PSA > 4 ng/mL), a glycoprotein regularly generated by prostate tissue, 
are often used to identify many prostate cancers. Nevertheless, tissue biopsy is considered the most reliable method to definitively 
confirm the existence of malignancy, as there have been instances where men without cancer have shown elevated levels of PSA [3].

     Multiple factors, including genetic susceptibility, age, and hormone imbalances impact prostate cancer growth. The condition may 
manifest with symptoms such as urinary difficulties, hematuria, impotence, and discomfort in the buttocks, back, or chest. Neverthe-
less, during its initial phases, prostate cancer may not exhibit any symptoms, underscoring the significance of regular screenings and 
check-ups for timely identification [4].

     The diagnosis of prostate cancer typically entails a comprehensive approach that includes physical examinations, blood tests to as-
sess prostate-specific antigen (PSA) levels, and imaging techniques such as ultrasound, MRI, or biopsy. Possible treatment modalities 
for prostate cancer encompass active surveillance, surgical intervention, radiation therapy, hormone manipulation, chemotherapy, 
immunotherapy, or targeted therapy, contingent upon the cancer’s stage and level of aggressiveness [5].

     The intricate and diverse nature of prostate cancer presents difficulties in terms of categorization and the implementation of ther-
apy beginning techniques. In the case of a very intricate malignancy like prostate carcinoma, doing a pathologic examination, which 
involves assessing biopsy cores, has been proven to enhance the chances of finding the disease and improve the precision of pathologic 
grading [6]. The Gleason score was identified as the most reliable and autonomous predictor of prostate cancer outcomes [7].

     Hence, this investigation aim to identify the variables that influence the Gleason score and establish prognostic indicators for pros-
tate cancer by indirectly linking them to the Gleason score. In order to achieve this objective, the data set will be modeled using neural 
network techniques to identify the components.

The Data Set Included in The Study And Its Characteristics

     The data utilized in this investigation were obtained from a study by Stamey et al [8]. The dataset comprises information obtained 
from a cohort of 97 males who were scheduled to undergo radical prostatectomy. The variables examined in the study are as follows:
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     lcavol: The logarithm of the cancer volume, measured in milliliters (cc). The cancer region was ascertained from digital pictures and 
then multiplied by a given thickness to compute its volume.

     lweight: Prostate weight is quantified in grams and represented by the logarithm.

     Age: The patient’s age, measured in years.

     lbph: The logarithm of the size of benign prostatic hyperplasia (BPH), a noncancerous enlargement of the prostate gland, measured 
as an area in a digital picture and expressed in square centimeters.

     svi: Seminal vesicle invasion is a binary indicator (0/1) that shows whether prostate cancer cells have invaded the seminal vesicle.

    LCP refers to the logarithm of capsular penetration, which quantifies the degree of cancer infiltration into the fibrous tissue sur-
rounding the prostate gland. It is calculated as the linear distance of penetration in centimeters.

     Gleason: The Gleason score is a metric used to assess a tumor’s aggressiveness level. The Gleason grading method categorizes the 
two greatest cancerous regions in tissue samples by assigning a score ranging from 1 to 5. The grades are added together to calculate 
the Gleason score.

     pgg45: The proportion of Gleason scores that are classified as 4 or 5.

     LPSA refers to the logarithm of the concentration of prostate-specific antigen (PSA) measured in nanograms per milliliter.

Neural networks, Multilayer Perceptron and Radial Basis Function Neural Network

     Neural networks are a significant subject in the realm of artificial intelligence, encompassing various classifications. The Multilayer 
Perceptron (MLP) and Radial Basis Function Neural Network (RBFNN) are the predominant neural network models utilized in this 
domain. MLP, short for Multilayer Perceptron, is a neural network architecture commonly employed for solving classification and re-
gression tasks [9]. Conversely, the Radial Basis Function Neural Network (RBFNN) is a specific sort of neural network that has an input 
layer, a hidden layer, and an output layer. It excels at solving pattern recognition and prediction issues [10]. MLP models are frequently 
employed for acquiring intricate connections and demonstrate notable efficacy in solving regression and classification tasks [11]. 
Furthermore, artificial neural networks are often used in time series analysis and financial forecasting [12]. Deep learning techniques, 
namely multilayer neural networks, are highly successful for tackling intricate issues [13]. MLPNN is a model of an artificial neural 
network that has a feed forward structure. It is composed of the input layer, the output layer, and the hidden layer(s) that are located 
between these two layers. Multiplying the connection weights between the hidden layer and the output layer in the same manner al-
lows for the collection of the inputs that are received by the neurons in the hidden layer and their subsequent transmission to the out-
put layer. A neuron in the output layer is responsible for collecting these inputs and producing an output in accordance with them [14].

    RBFNN operates by calculating the distances between neurons in the input layer and is commonly employed for the identification 
of intricate patterns within a dataset. Neural networks have the potential to achieve success in tasks involving pattern recognition and 
prediction [10]. The Radial Basis Function neural network (RBFNN) is composed of three layers: an input layer, a single hidden layer 
that utilizes radial functions, which are responsible for the network’s name, and an output layer. The working principle of RBFNN 
involves determining the appropriate width and center values in the hidden layer based on the input data. This is done by creating 
linear combinations of the outputs produced by these functions in the output layer and establishing the relationship between input 
and output [14].

    As a conclusion, neural networks are an effective instrument that may be utilized to solve a variety of issues that arise within the 
realm of artificial intelligence. In the event, that they are trained appropriately, neural network models such as MLP and RBFNN can be 
applied to a variety of applications and can produce beneficial outcomes.
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Biostatistical Analyses and Modelling Phase

     The variables in the data set used in the study were subjected to analysis with the categories of the dependent variable and the data 
were summarized under the assumption of normal distribution with mean ± standard deviation for normally distributed variables and 
median (minimum-maximum) for non-normally distributed variables. Normal distribution was checked by Shapiro Wilk test. In statis-
tical analyses, independent samples t test and Mann Whitney U test were used where appropriate. p<0.05 was considered statistically 
significant. Analyses were performed using IBM SPSS 26.0.

    In the modeling phase, the relationship between the grouped form of the dependent variable Gleason score and other variables 
was examined using Multilayer Perceptron and Radial Basis Function Neural Network methods. First, the data set was divided into 
training and test data sets in a ratio of 70 to 30 to ensure internal validity using the retention method. The results obtained as a result 
of modeling are given by performance metrics. At this stage, the results are given separately for the training and test dataset and the 
results are given with the performance metrics of accuracy, balanced accuracy, sensitivity, specificity, positive predictive value (PPV), 
negative predictive value (NPV), F1 score. 

Results

     The data set used in the study consists of variables belonging to 97 patients. The mean age of the patients was 63.87 years and the 
patients were divided into 2 groups as those with Gleason values of 7 and above and those with Gleason values below 7. There are 35 
patients with a Gleason value below 7 and 62 patients with a Gleason value above 7. The results obtained from the statistical analysis 
of the independent variables, with the grouped Gleason value being the dependent variable, are given in Table 1.

Variable Gleason score p
Less than 7 7 and greater than 7

Mediaan (Minimum-maximum)
lbph -1,386(-1,386-2,326) 0,438(-1,386-2,326) 0.227*

lcp -1,386(-1,386-1,619) 0,336(-1,386-2,904) <0.001*

pgg45 0(0-0) 30(4-100) <0.001*

Mean±Standart Deviation
lcavol  0,565±1,13 1,793±0,96 <0.001**

lweight 3,558±0,387 3,669±0,448 0.224**

age 61,114±8,018 65,419±6,679 0.006**

lpsa 1,738±1,019 2,896±1,013 <0.001**

*:Mann Whitney U test; **:Independent Sample t test. 

Table 1: Statistical Results of The Dependent Variable and Other Variables.

    The values of the performance metrics obtained in the modellings between the dependent variable and other variables using the 
Multilayer Perceptron and Radial Basis Function Neural Network method are given for test data set and the results of these values are 
given in Table 2.
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Modeller Metric Value(%)
Multilayer Perceptron Accuracy 96.0 (88.3-100)

Sensitivity 100 (69.2-100)
Specitivity 93.3 (68.1-99.8)

Positive predictive value 90.9 (58.7-99.8)
Negative predictive value 100 (76.8-100)

F1 score 95.2 (86.9-100)
Radial Basis Function Neural Network Accuracy 88.6 (78.0-99.1)

Sensitivity 88.3 (51.6-97.9)
Specitivity 91.3 (72.0-98.9)

Positive predictive value 88.3 (51.6-97.9)
Negative predictive value 91.3 (72.0-98.9)

F1 score 83.3 (71.0-95.7)
Table 2: Performance metrics for utilized modellings.

    The accuracy, balanced accuracy, sensitivity, specificity, positive predictive value, negative predictive value and F1 score obtained 
from the Multilayer Perceptron model with the highest result are 96%, 100%, 93.3%, 90.9%, 100%, 95.2% respectively.

     Figure 1 displays the graphical depiction of the performance metrics acquired from the Multilayer Perceptron model, which has the 
highest performance metrics.

Figure 1: Graph for the highest performance metrics obtained from the modelling.

     Variable importance values are a metric that measures how effective certain input variables are in the predictions of a model. The 
significance values calculated for each attribute are used to understand the complex internal structure of the model and to explain the 
predictions of the model. The variable importance values obtained Multilayer Perceptron model as a result of the modelling is given 
in Table 3.
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Variables Normalized Importance
pgg45 100.0%
lcp 62.1%
lweight 33.7%
lcavol 24.6%
lbph 19.3%
age 17.3%
lpsa 12.5%
svi 10.6%

The variable importance graph of the modelling is given in figure 1. 

Table 3: Variable Importance Values Obtained as A Result of Multilayer Percepteron Model.

Figure 1: Variable Importance Graph.

Discussion

     Prostate cancer is a major global public health concern that affects men worldwide and contributes to illness and death rates. The 
incidence of prostate cancer exhibits regional disparities, underscoring the significance of comprehensive epidemiological investiga-
tions to comprehend its effects on diverse populations [15-17]. Obesity, dietary habits, and genetic predispositions are recognized as 
risk factors that affect the development and progression of prostate cancer, highlighting the intricate nature of addressing this public 
health issue [18, 19]. Lifestyle factors, including diet and comorbidities like diabetes, have been associated with prostate cancer inci-
dence and outcomes, emphasizing the need for preventive strategies and early detection initiatives [20]. Efforts to address prostate 
cancer as a public health issue involve conducting research on chemoprevention, genetic markers, and tailored screening methods to 
improve patient outcomes and decrease the impact of the disease [21-23]. Therefore, studies on specific biomarkers that can reveal 
the causes of prostate cancer and the development of personalized medicine steps for the disease by elucidating the genomic infra-
structure are important. Prostate cancer is a significant worldwide public health issue that necessitates the identification of early 
detection markers, comprehensive research involving multiple disciplines, strong preventative efforts, and customized interventions 
to minimize its effects on individuals and healthcare systems.
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     The Gleason score plays a crucial role in evaluating and treating prostate cancer. The Gleason score system, an established prognos-
tic indicator, assesses the architectural patterns of prostate cancer cells. It is used to guide treatment decisions and predict clinical out-
comes [24]. Research has demonstrated that the Gleason score is a robust indicator of the advancement of the disease, the likelihood 
of death, and the possibility of the cancer returning in individuals with prostate cancer [24, 25]. The Gleason score categorizes prostate 
cancer into distinct risk categories, facilitating the classification of tumors according to their level of aggressiveness and likelihood of 
spreading to other parts of the body [26]. Distinctive patterns within the Gleason score, such as cribriform growth, have been recog-
nized as strong indicators for the likelihood of distant metastases and mortality specifically caused by the disease in individuals with 
Gleason score 7 prostate cancer [27]. Furthermore, attempts have been undertaken to distinguish between prostate cancer patients 
with a Gleason score of 7 by analyzing histopathological images and genomic data to acquire a deeper understanding of the variation 
in the illness and its prognosis [28]. 

     To summarize the Gleason score is an essential tool used to categorize the risk, evaluate the prognosis, and develop treatment strat-
egies for individuals diagnosed with prostate cancer. The significance of its application in clinical practice is shown by its capacity to 
accurately capture the histological characteristics of prostate cancers and forecast disease outcomes.

     Based on these results, this study aims to identify risk factors for prostate cancer by determining the factors affecting Gleason score 
with machine learning models. For this purpose, patients were divided into two groups hose with a Gleason value of 7 and above and 
those with a Gleason value below 7. Modeling was done with the data set obtained. Multilayer Perceptron model and Radial Basis Func-
tion Neural Network model were used in the modeling phase. According to the performance metrics obtained from the modeling, the 
performance metrics obtained from the MLP model were higher. The performance metrics obtained as accuracy, balanced accuracy, 
sensitivity, specificity, positive predictive value, negative predictive value are 96%, 100%, 93.3%, 90.9%, 100%, 95.2% respectively. 

     Variable importance values, which measure how effective certain input variables are in the predictions of a model, are given based 
on the MLP model where high performance metrics are obtained. In line with the results obtained from the MLP model, it is seen that 
the variables that explain the dependent variable most in the modeling established with the categories of Gelason score, which is the 
dependent variable, are pgg45, lcp, lweight, lcavol, lbph, age, lpsa, svi, respectively. By evaluating the importance of the variables with 
the given variable importance values, the variables that have the most impact on the performance of the model can be prioritized, 
which allows for more accurate predictions for the disease and a better understanding of the underlying relationships. It is widely 
recognized in the literature that pgg45 is an important marker for predicting prostate cancer progression and aggressiveness. High 
pgg45 rates are generally associated with higher Gleason scores and poor prognostic outcomes. Therefore, identifying pgg45 as the 
most important variable in the model is consistent with the findings in the literature and makes an important contribution in improv-
ing the accuracy of the model [29]. Clinical stage (lcp) plays a critical role in the diagnosis and treatment of prostate cancer. Literature 
shows that clinical stage has a strong association with cancer spread and patient prognosis. Therefore, specifying lcp as the second 
most important variable in the model is consistent with clinical observations and positively affects the prediction performance of 
the model [29]. Prostate weight has been included in the literature as an auxiliary factor in the assessment of prostate cancer risk. 
Larger prostates may have an impact on cancer detection and Gleason score, especially due to the possibility of confusion with benign 
prostatic hyperplasia (BPH). In this context, it makes sense to include it as an important variable in the model. Tumor volume is an 
important indicator in assessing the aggressiveness of cancer and its potential to spread. In the literature, larger tumor volumes have 
been reported to be associated with higher Gleason scores and worse clinical outcomes. Therefore, the high significance value of lcavol 
in the model is consistent with the findings in the literature [30]. lbph may play a role in differentiating BPH from prostate cancer and 
in the assessment of cancer progression. Including lbph as an important variable in the model is clinically relevant and may improve 
the performance of the model. Age is an important determinant of prostate cancer risk. As age increases, the incidence of prostate 
cancer also increases; therefore, age is expected to be an important variable in the model and is consistent with the findings in the 
literature [31]. PSA level is a widely used biomarker in prostate cancer screening and is correlated with Gleason score. The inclusion of 
lpsa as an important variable in the model reflects the prognostic value of PSA and is consistent with the findings in the literature [32]. 
Seminal vesicle invasion is an advanced sign of prostate cancer invasion and is associated with high Gleason scores. The identification 
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of svi as an important variable in the model is meaningful in terms of reflecting the severity of the disease. In conclusion, the variable 
importance values obtained from the MLP model are consistent with the literature and these variables have a significant impact on 
model performance. This increases the predictive power of the model, allowing more accurate and reliable predictions to be made 
about the disease.

     In conclusion, in light of the findings of the study, very successful classification results were obtained from the modeling using Gela-
son score categories and other independent variables. These results prove that machine learning models can be used very successfully 
in medical data and provide high accuracy. In addition, with the variable importance values obtained, the variables that affect the Ge-
lasdon score categories the most were determined and their indirect relationship with prostate cancer was revealed. Different studies 
can be conducted with these variables and evaluations can be made for prostate cancer.
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