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Abstract

     This systematic literature review draws into multiple theories, such as resource-based view, 
sociotechnical systems theory, technology acceptance model, dynamic capabilities theory, con-
tingency theory, cybernetic, and human machine interaction Theory, to explore how artificial 
intelligence, automation, and human expertise can optimize cybersecurity operations through 
complementary roles and continuous feedback mechanisms. The outcomes of this study intro-
duce two conceptual models that respond to this objective. The symbiotic integration frame-
work, which promotes continuous interaction and ethical oversight between AI systems and 
human operators, and the symbiotic maturity integration model, which maps the progressive 
stages of AI-human integration from initial to optimized. This study addresses the literature 
gaps related to the symbiotic relationship between AI and human expertise in cybersecurity 
operations, providing a pathway for adaptive, resilient cybersecurity practices that align with 
organizational values and enhance defensive capabilities in a dynamic threat landscape.

Keywords: Systematic literature review; Automation in Cyber Defense; Artificial Intelligence 
Integration; AI-Human Interaction; Operational Effectiveness; AI in Threat Detection; Cyberse-
curity Decision-Making

Introduction

    The recent development of cybersecurity threats has raised concerns across sectors, requiring orga-
nizations to explore new defensive mechanisms [1, 2]. Although the human-centric approach remains 
effective in many traditional scenarios, it falls short of addressing the increasing volume and com-
plexity of cyberattacks that require rapid, data-driven responses [3-5]. Recent studies have explored 
that integrating artificial intelligence (AI) into cybersecurity enhances threat detection, streamlines 
processes, and supports predictive analysis [6-8]. However, this integration raises challenges in terms 
of aligning AI systems with human expertise, building trust, efficient collaborative models, and ef-
fective decision-making [9, 10]. To address these challenges, our systematic literature review (SLR) 
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addresses the following issues: How can the integration of AI, automation, and human expertise into cybersecurity be optimized to en-
hance operational effectiveness and collaborative decision-making across diverse organizational contexts? This question examines how 
AI-human tandem can collaborate, adapt, and scale to address cyberattacks [11-13]. The authors drew on multiple theoretical frame-
works, such as resource-based view (RBV) [14], sociotechnical systems theory (STS) [15], technology acceptance model (TAM) [16], 
dynamic capabilities theory (DCT) [17], contingency theory (CT) [18], human-machine interaction (HMI) theory [19], and cybernetic 
theory [20], to analyze and construct practical models for cybersecurity enhancement that is inclusive of both AI and human expertise. 
This literature review contributes to the core of the literature using two conceptual models. First, the symbiotic integration framework 
(SIF), as delineated on Figure 4 structures the feedback loops between AI systems and human operators, fostering adaptive learning 
and ethical alignment in real-time threat scenarios. The second conceptual model, the symbiotic maturity integration model (SMIM), 
as delineated on Figure 5 highlight from initial to fully optimized integration the roadmap for organizations to scale AI-human collab-
oration through progressive maturity stages. These models provide a consolidated view of theoretical and operational best practices, 
strategies for collaborative decision-making, and scalability challenges in cybersecurity [19, 21]. The study is structured as follows: 
Section 2 outlines the SLR methodology; Section 3 discusses the theoretical frame-works guiding this analysis; Section 4 details the 
thematic analysis findings; Section 5 introduces the SIF and SMIM models; Section 6 interprets these findings; and Section 7 concludes 
with recommendations for future research and practice.

Methodology

     Guided by the preferred reporting items for systematic reviews and meta-analyses (PRISMA) framework, this SLR leverages a rig-
orous and transparent process to analyze the fragmented literature and gaps around the integration of AI, automation, and human ex-
pertise into cybersecurity [22-24]. The PRISMA has been applied to manuscripts hosted on major academic databases including IEEE 
Xplore, Scopus, Web of Science, SpringerLink, and Google Scholar recognized for their comprehensive coverage of AI cybersecurity, 
and human-computer interaction research [25-29]. A combination of keywords such as “AI in cybersecurity,” “human expertise and 
automation,” “cybersecurity automation,” and “organizational maturity in AI” was used with a combination of Boolean operators to 
refine the relevance of the search between 2014 and 2024 to capture recent advancements. We limited our search to English-language 
articles to avoid translation bias [30]. We prioritize studies that examine AI, automation, and human expertise in cybersecurity oper-
ations. As our field of study is nascent, we included theoretical studies related to RBV, STS, TAM, DCT, CT, HMI, and cybernetics in our 
inclusion criteria. This allowed us to successfully bridge the AI, automation, and human expertise gaps in cybersecurity operations [11, 
31]. We excluded studies that were not related to AI, automation, or human expertise in cybersecurity; addressed non-cybersecurity 
topics; and were published before 2014 unless foundational. This refined PRISMA selection process, documented in Figure 1, started 
from an initial 1200 studies, in which 850 studies were further reviewed, excluding irrelevant and duplicate papers. 130 articles were 
shortlisted after applying the inclusion criteria, and 60 articles were selected for in-depth analysis. By examining the references of 
selected studies, 16 additional articles were added to the dataset. This snowballing technique allowed us to obtain a final dataset of 77 
studies. An extract of the standard extraction form is delineated in Table 1, where the inclusion reason of each study is presented. Two 
conceptual models that provide a structured approach to enhance AI-human collaboration in cybersecurity are developed from the 
thematic analysis conducted to identify recurring themes, as detailed in section 4. The SIF and SMIM are detailed in section 5 [32-34]. 
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Figure 1: Data structure of the PRISMA process.

Reference Inclusion reason

[1] This study focuses on the state of the art in cybersecurity, highlighting challenges and future directions. This aligns 
with the literature’s aim of exploring how AI and human expertise can optimize cybersecurity operations.

[2] Discusses theoretical approaches and practical solutions to cybersecurity challenges in the AI era, directly linking to 
the integration of AI systems and human expertise.

[3] Covers the design and implementation of cybersecurity operation centers, focusing on the concept of creating resil-
ient and operational frameworks for AI and human collaboration.

[4] Explores cybersecurity incident response and qualitative themes to provide foundational insights for human-AI 
collaboration and feedback mechanisms.

[5] Investigate human factors in cybersecurity, which is an essential component of integrating Sociotechnical Systems 
Theory into the analysis.

[6] This study survey machine learning-based intrusion detection, reflecting the importance of AI capabilities in adap-
tive and resilient cybersecurity practices.

[7] Focuses on automated, context-aware risk management for vulnerability management, relevant to the study’s em-
phasis on dynamic capabilities and contingency planning.

https://pubmed.ncbi.nlm.nih.gov/27812521/
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[8] The integration of AI into cybersecurity is discussed, directly linking to the symbiotic relationship between AI and 
human expertise.

[9] Explores ethical concerns and applications of AI in cybersecurity, which supports the research’s emphasis on ethical 
oversight in the SIF.

[10] Highlights ethical challenges in applying AI to cybersecurity, providing critical input to the SIF’s ethical dimension.

[11] Emphasizing data-driven intelligence in cybersecurity, which aligns with previous studies’ focus on leveraging AI to 
realize enhanced defensive capabilities.

[12, 13] Discusses synergies between human expertise, automation, and AI, directly supporting the development of the SMIM 
model.

[14] Focuses on cybersecurity resilience, which is relevant to the adaptive and resilient practices highlighted in this 
review.

[15] Provides a socio-technical perspective, which is essential for incorporating sociotechnical systems theory into 
research.

[16] This study establishes a model for user acceptance of cybersecurity training, directly supporting the exploration of 
the technology acceptance model (TAM) theory and its application in human-machine interactions in cybersecurity.

[17] This section discusses the dynamic capabilities theory, which is a core theoretical framework to analyze how AI-hu-
man collaboration can adapt and evolve in dynamic cybersecurity environments.

[18] A contingency framework for cyberattack management that aligns with contingency theory and provides adaptive 
responses to dynamic threats.

[19] Examines the effects of human feedback on interactive machine learning are examined, directly supporting the need 
for continuous feedback mechanisms and trust-building between AI systems and human operators.

[20] Revisits cybernetics principles to improve safety, quality, and cybersecurity, contributing insights into STS and how 
AI-human systems can be integrated.

[21] Explores Human-AI symbiosis in organizational decision-making, a foundational concept for developing the Symbi-
otic Integration Framework (SIF) to optimize cybersecurity operations.

[22] Provide updated PRISMA guidance for systematic reviews, ensuring methodological rigor in the review process and 
aligning with best practices in literature synthesis.

[23-27] Inspirational literature reviews that leverage a research design similar to that adopted in the current systematic 
literature review

[28] Explores maturity models for cybersecurity to support the development of the SMIM.

[29] Discusses tensions in implementing digital security governance and informing strategies for overcoming integration 
challenges in AI-human systems.

[30] Explores knowledge generation at the intersection of AI and cybersecurity, contributing to ethical and strategic 
oversight in AI-human collaboration.

[31] In this study, we focus on AI-based quantum-safe cybersecurity and provide insights into advanced AI applications in 
secure system design.

[32] Outlines the conceptual design for thematic analysis and supports the development of conceptual models such as the 
SIF and SMIM.

[33] Step-by-step thematic analysis for model development, directly applicable to qualitative methodologies used in the 
research.

[34] Provides methodological rigor in qualitative research, ensuring robust and credible conceptual frameworks and 
theme aggregation.

[35] Highlights the competitive advantage of investing in cybersecurity and reinforces the strategic value of AI-human 
collaboration.

[36] Explores behavioral data for adaptive cybersecurity, which is directly linked to the role of AI in augmenting human 
decision-making.

https://pubmed.ncbi.nlm.nih.gov/27812521/
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[37] The proposed model focuses on agile cybersecurity incident response using real-time analytics, which aligns with 
the dynamic capabilities highlighted in this SLR.

[38] Discusses explainable AI in cybersecurity that aligns with the ethical oversight and interpretability emphasized in 
the SIF.

[39] This study investigates agile cybersecurity incident response, focusing on the role of big data analytics and dynamic 
capabilities, directly contributing to the Dynamic Capabilities Theory (DCT) and adaptive security practices dis-
cussed in the literature review.

[40] Explores knowledge management frameworks in AI-driven systems to enhance collaborative decision-making 
processes.

[41] Discusses AI applications in cybersecurity and reinforce automation’s role in augmenting human capabilities.

[42] Examines challenges in implementing AI for IT management, aligning with the research’s focus on scalability and 
integration challenges.

[43] Explores dynamic perspective for countering cyber-enabled industrial espionage, aligning with Sociotechnical 
Systems Theory (STS) and emphasizing the integration of human expertise and artificial intelligence systems in 
managing sophisticated cyber threats.

[44] TAM is applied to learning management systems, providing theoretical support for user acceptance in AI-human 
collaboration.

[45] A meta-synthesis of dynamic capabilities in cybersecurity intelligence aligns with the review’s objective to identify 
adaptive and resilient cybersecurity practices, particularly emphasizing the complementarity of human expertise 
and AI.

[46] This study focuses on determining system requirements for human-machine integration in cybersecurity incident 
response, supporting HMI Theory and continuous feedback mechanisms.

[47] Applies artificial neural networks for cyber threat detection, highlighting the role of predictive analytics in enhanc-
ing cybersecurity operations, which is ties to the RBV theory.

[48] Discusses AI-enhanced incident response and recovery strategies, providing actionable insights into operational 
efficiency and aligning with the study’s focus on collaborative frameworks.

[49] Explores continual learning with deep architectures that align with the SIF by emphasizing real-time learning and 
adaptation in AI systems.

[50] Focuses on embracing changes in deep neural networks through continual learning, which supports the integration 
of adaptive AI systems into dynamic cybersecurity environments.

[51] Investigate data pipelines for AI model development, optimizing efficiency and performance, and directly supports 
the operational efficiency objectives discussed in this SLR.

[52] The study examines meta-adaptation strategies in cyberphysical systems, which are essential for understanding 
adaptive mechanisms and progressive maturity in AI-human collaboration.

[53] Addresses adaptation timing in self-adaptive systems and provides insights into strategic planning for real-time 
AI-human collaboration.

[54] Evaluates cybersecurity platforms and provides practical insights into decision-making frameworks for implement-
ing AI-driven systems.

[55] Introduces reference-based AI decision support, thereby reinforcing the need for strategic decision-making and 
human oversight in AI systems.

[56] Explores computational complexity in human decision-making and highlights the cognitive aspects of human-AI 
collaboration.

[57] Discusses how AI complements or supplements the human workforce, supporting HMI Theory and the collaborative 
environment outlined in the literature.

[58] Highlights the importance of human oversight in AI governance, directly supporting the ethical dimension of the 
Symbiotic Integration Framework (SIF).

https://pubmed.ncbi.nlm.nih.gov/27812521/
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[59] Develops an EPIC framework for integrative collaboration, offering insights into the continuous feedback mecha-
nisms required for effective human-AI systems.

[60] Explores interfaces for interactive machine learning, emphasizing the role of human-AI collaboration and continuous 
learning systems.

[61] AI and machine learning applications in redefining cybersecurity and strengthening the operational efficiencies 
highlighted in this research.

[62] Develop design principles for scalable AI integration, aligning with the SMIM model’s progressive stages of AI-hu-
man collaboration maturity.

[63] Focuses on pilot testing human-work interaction designs, contributing to the iterative development of human-ma-
chine integration systems.

[64] This highlights the need for collaborative intelligence in cybersecurity, which reinforces the review’s focus on com-
plementarity between AI and human expertise.

[65] Investigate trust calibration in AI systems, directly supporting the study’s emphasis on ethical oversight and hu-
man-AI trust building.

[66] Explores AI-assisted security alert data analysis, highlighting the integration of imbalanced learning methods into 
practical cybersecurity applications.

[67] Opens the black box for AI in medicine, thereby providing transferable insights into transparency and explainability 
in AI-driven cybersecurity frameworks.

[68] Focusing on leveraging human factors in cybersecurity, this study provides an integrated methodological approach 
to STS.

[69] Discusses building trust in human-machine partnerships, addressing the ethical and trust-building dimensions 
critical to the Symbiotic Integration Framework.

[70, 71] Presents the vulnerability management program, which is aligned with contingency planning and adaptive strate-
gies for cybersecurity.

[72] An AI-driven framework for scalable network slice management is developed, reflecting the scalability objectives of 
the SMIM model.

[73] Explores the integration of AI into management information systems, focusing on the efficiency and adaptability that 
are critical for cybersecurity operations.

[74] Optimized human inputs for better human-AI interaction, supporting effective collaborative decision-making pro-
cesses.

[75] Discusses fairness and accountability in AI systems and contributes to the study’s ethical oversight focus.

[76] Explores explainable AI for IIoT security and provides insights into the interpretability required for ethical and 
operational AI integration.

[77] Investigate trust in intrusion detection systems and reinforce the importance of user trust in AI-human collaborative 
systems.

[78] Analyzes organizational readiness for AI adoption and SMIM’s implementation of the progressive stages.

Table 1: Data structure of the selected dataset.

Theoretical foundations

     The focus of this literature review is on the symbiotic relationship between artificial intelligence (AI) and human expertise in cyber-
security operations; thus, we draw into multiple theories, such as the resource-based view (RBV), which emphasizes how organiza-
tions can gain competitive advantage from its unique resources in our case the combination of AI, automation, and human expertise to 
strengthen cybersecurity defenses [14, 35]. This theory further accentuates our SIF model delineated on the figure 5, demonstrating 
how AI augments human decision-making processes in threat detection and task automation, resulting in an enhanced organizational 
resilience and strategic advantage [2]. Our analysis using the sociotechnical systems theory (STS) highlights the continuous interac-
tion between AI systems and human operators, where AI handles routine tasks, and humans provide contextual insights for complex 

https://pubmed.ncbi.nlm.nih.gov/27812521/
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decisions, resulting in a win-win situation [13]. These interaction points coupled with a feedback loop form a key building block of 
the SIF that facilitates learning and adaptation between human and AI systems [15, 36]. The third, fourth, and fifth theories, i.e., the 
technology acceptance model (TAM), focus on how factors such as perceived usefulness and ease of use, can influence the adoption 
of AI in cybersecurity. We leverage the dynamic capabilities theory (DCT) mandating organizations to adapt their posture to address 
the cybersecurity landscape [17, 37]. Contingency theory (CT) highlight that there is no universal approach to organizational struc-
ture and that strategies should be tailored to specific circumstances [18]. The SMIM delineated in Figure 5 leverages principles from 
these three theories and highlights a progressive, flexible, and customized roadmap for adopting a collaborative model between AI 
and humans, which will result in acceptance of the technology among cybersecurity professionals, simplified workflows, enhanced 
decision-making, and scaled AI-human integration [16, 38-41]. Lastly, human-machine interaction (HMI) and cybernetics theory prin-
ciples, such as feedback loops, control systems, and enhanced adaptability and accuracy, are integrated into the SIF [19, 20]. This 
continuous feedback enables AI to learn from historical data and real-time human interactions, thereby creating a responsive and 
adaptive cybersecurity framework [42]. The different lenses of each of these theories provide depth to our literature on combining AI 
capabilities and human expertise to strengthen cybersecurity defenses.

Thematic Analysis

    This systematic review identified key themes central to integrating AI, automation, and human expertise in cybersecurity. These 
themes, informed by theoretical frame-works such as RBV [14, 35], STS [15, 43], TAM [44], DCT [45], and CT [18], reveal patterns that 
clarify the collaborative dynamics between AI systems and human expertise. The thematic analysis uses first-order concepts, sec-
ond-order themes, and aggregate dimensions following the Gioia methodology [34] to map these relationships.

Integration and Optimization of AI and Human Expertise

     The first theme delineated in the Figure 2 highlights that the integration of AI and human expertise enhances operational effective-
ness, collaboration, and scalability. RBV explains how organizations can build the unique competitive advantage through enhanced 
threat detection, efficiency, and decision-making by combining advanced AI technologies and skilled human expertise. STS comple-
ments the RBV perspective and provides a view of the complementary roles that technical systems (AI) and social systems (human 
expertise) play toward continuous interaction and adaptability. The TAM highlights how criteria such as usefulness and ease of use, 
influence the cybersecurity professional acceptance of AI systems, which results in successful implementation and scalability in cy-
bersecurity operations.

Operational Effectiveness

     The first aggregate is related to the operational effectiveness of the integration of AI and human expertise in cybersecurity in terms 
of improved threat detection, reduced false positives, and more efficient incident response [6, 7, 46]. We explore this theme through 
the lens of RBV and STS, where the literature points out that combining AI’s ability to process a large amount of security events with 
human interpretive skills forms a unique resource that strengthens an organization’s cybersecurity posture [35]. Lee [47] demonstrat-
ed that AI-driven systems improve the accuracy of identifying threats, thereby reducing the likelihood of successful cyberattacks and 
enabling human experts to focus on complex tasks. Sarker [11] reinforced the STS principles by calling for a balance between technical 
(AI) and social (human) systems, demonstrating that human oversight helps refine AI outputs, maintain operational goals, and adapt 
to dynamic security challenges [15].

Human-AI Collaboration

     Human–AI collaboration is a recurring theme in the literature. We analyzed this theme through the lens of STS, where the comple-
mentary relationship between AI and human expertise provides multiple benefits. For example, Sarker [11] emphasized that contin-
uous interaction between AI and human operators ensures that AI systems benefit from human feedback and remain effective and 
responsive to emerging threats [15]. HMI theory also applies to this theme, where Jarrahi [21] high-lighted that humans provide 

https://pubmed.ncbi.nlm.nih.gov/27812521/
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Figure 2: Data structure presenting the main theme of the integration and optimization of AI and human expertise.

contextual insights that are difficult for AI alone to interpret, and AI enables professionals to leverage AI for strategic decision-making, 
resulting in better handling of both routine and complex tasks [19].

Implementation and Scalability

     This third aggregate addresses the debate in the literature related to the adoption of AI systems in alignment with organizational 
needs. Both TAM and CT help us navigate how factors such as perceived usefulness and ease of use, are pivotal to ensure that profes-
sionals adopt AI in cybersecurity operations [16]. Chahal [48] asserted that resources focus on more valuable tasks when leveraging 
AI-driven tools, which results in operational efficiency. On the other hand, Das and Sandhane [41] argued that phased AI implementa-
tion reduces disruption to the existing organization work-flow, which is in line with the customization required based on the opera-
tional needs and maturity levels suggested by CT [18].

Adaptive and Collaborative AI Systems

    The second theme delineated in the Figure 3 relies on DCT and CT theories to explore the literature on how AI and human collab-
oration can contribute to flexible and effective cybersecurity defense [5]. This study explores how human expertise coupled with AI 
systems can enable organizations to respond dynamically to threats [12]. DCT emphasizes the importance of creating a balanced ap-
proach that yields a competitive advantage between AI systems and human inputs to enable organizations to learn, adapt, and respond 
dynamically to threats [45]. We utilize the CT theory to discuss how the literature points to the necessity of tailoring AI systems to fit 
each organization’s unique context, culture, and operational environment, thereby optimizing the resilience and scalability of cyber-
security operations [18].

https://pubmed.ncbi.nlm.nih.gov/27812521/
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Figure 3: Data structure presenting the main theme of adaptive and collaborative AI systems.

Real-Time Learning and Adaptation

     The literature emphasizes the importance of adapting AI to the cybersecurity operation environment in which it operates to respond 
effectively to threats. Real-time learning is a key principle that Lomonaco [49] considered in his study. As novel cyber threats emerge, 
new data remain relevant for AI systems to learn from. This perspective is further accentuated by DCT principles when considering 
the need for organizations to reconfigure and adapt their internal and external competencies to maintain a competitive advantage in 
dynamic environments [45]. This adaptation can be facilitated by AI systems that can self-update based on new threats, thereby pro-
viding a proactive defense mechanism [50]. 

     Another form of adaptation comes from feedback loops where human operators provide input that refines AI algorithms over time 
[51]. This iterative feedback, as highlighted by Honeycutt [19], contributes to a better effective system outcome by enhancing AI deci-
sion-making accuracy and decision quality in each feedback cycle. Sarker [11] and Gerostathopoulos [52] reinforced the importance of 
ongoing collaboration between AI systems and human experts, especially in areas such as incident response, where the result of this 
collaboration can enable AI systems to respond in real time, thus reducing the need for human manual intervention and freeing them 
to execute complex strategic decisions [53].

Collaborative Decision-Making

    The literature has pointed out that decision-making in cybersecurity operations is an important process where accountability 
must remain with humans [54-56]. Jarrahi [21] highlighted that AI can collaborate with humans in the decision-making process by 

https://pubmed.ncbi.nlm.nih.gov/27812521/
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executing rapid analysis of large datasets and sharing insights with operators with recommendations on the action to be executed; 
these insights would be complemented by human judgment aligned with organizational values and strategies. Kapoor and Ghosal [57] 
emphasized that the insights provided by AI are aimed at augmenting rather than replacing human judgment. Laux [58] highlighted 
that human over-sight is vital to ensure balanced decision-making and accountability. In addition, Bossaerts [56] encouraged the 
collaboration between automation, AI, and human expertise because it reinforces AI’s role as a supportive tool for decision-making.

     Many scholars, such as Sitton and Reich [59], have called for an integrative framework to optimize optimizing AI-human collabora-
tion in decision processes. SIF and SMIM presented in our study contribute to filling the gap in the literature, enabling AI to fit seam-
lessly into existing workflows [11, 60].

Scalability and Implementation

    Scalability, progressive implementation strategies, and organizational readiness have emerged as essential themes to expand AI 
systems and automation in cybersecurity operations. Several scholars, such as Dhondse and Singh [61], have emphasized that scal-
ability starts from the design phase, where AI solutions are sized to handle increased and decreased workloads, which makes them 
elastic for deployment in various cybersecurity environments. Soldati [62] stated that embracing adaptability increased the adoption 
of AI technology [31, 54]. Finally, Chatterjee [40] and Hertzum [63] recommended a phased implementation approach because of its 
benefits of reducing risk and allowing the organization to adjust the deployment according to their use cases and lessons learned [2].

Conceptual Model Development 
Symbiotic Integration Framework (SIF)

     The Symbiotic Integration Framework (SIF) delineated in the Figure 4 conceptualizes the structured interaction between AI capabil-
ities and human expertise to optimize decision-making and enhance cybersecurity outcomes. SIF addresses the challenges identified 
in the literature, such as the necessity for continuous feedback loops between AI systems and human experts and the need for scalabil-
ity and adaptability in security operations. Rooted primarily in Human-Machine Interaction (HMI) Theory and Cybernetic Theory, the 
SIF framework bridges the technological and human aspects of cybersecurity, creating a synergistic relationship where AI capabilities 
in data processing, prediction, and automation are enhanced by human expertise in contextual understanding, ethical judgment, and 
strategic oversight [21]. This collab-oration supports real-time cooperation, operational efficiencies, adaptive learning, and ethical 
oversight in cybersecurity [64, 65].

Figure 4: Conceptual model of the symbiotic integration framework (SIF).

https://pubmed.ncbi.nlm.nih.gov/27812521/
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Building blocks

     The SIF revolve around 5 building blocks. First, the technological building block identifies AI machine learning capabilities to pro-
cess large datasets and identify meaningful patterns and anomalies. These predictive analytical capabilities leverage historical data to 
anticipate future threats allow to execute routine tasks, such as log analysis, vulnerability management, and incident response, to be 
executed to auto-mate decision-making, allowing AI to act on detected threats, triggering pre-programed responses that contain or 
mitigate security incidents with minimal human intervention resulting into improved threat detection at a scale that is impossible for 
human operators alone; allowing human operators to focus on more complex and strategic decision-making processes. These capabil-
ities allow organizations to take preventive measures before an attack occurs, transforming cybersecurity operations from being reac-
tive to proactive, which results in operational efficiency in the SIF [66]. The second building block of the SIF is related to human-centric 
roles in guiding, overseeing, and complementing AI-driven processes. AI requires human ethical over-sight, decision-making, and 
feedback loops to ensure that these insights are applied in the correct organizational context and that automation errors are mitigat-
ed through strategic and ethical considerations [55, 65]. Human expertise complements the analysis that AI systems with judgment 
on whether those analyses are ethical, free of bias, and fit with organizational goals and security strategies. This constant feedback 
loop helps AI learn from past decisions and refine algorithms and models, resulting in improvement over time of AI systems, the 
overall defense mechanism, and the trust in the AI system [21]. Third, the building block deals with the symbiotic collaboration of AI 
systems and human operators in adaptive interaction, collaborative success, and barrier management, answering the dynamic cyber-
security demands. First, when using AI systems, such as AI prioritized vulnerability management, the human operator can provide 
real-world feedback to the AI systems so that it can adapt to the context where it operates by gaining better strategic understanding. 
[21, 64], resulting in enhanced cybersecurity operation. However, this collaboration is prone to fear of job displacement if trust and 
transparency are not maintained. SIF promotes structured interaction between AI and humans through feedback loops, continuous 
communication, and shared decision-making resulting in a win-win situation [65]. The fourth building block addresses the challenges 
that the collaboration between AI and human expertise faces. AI scalability with large datasets, along with ethical challenges, such as 
transparency and bias, are challenges that impact the success of AI-human integration [31, 62]. Tomsett put into perspective that lack 
of transparency can lead to trust issues between human operators and AI systems, and bias in AI algorithms can also result in unfair 
outcomes [65]. By addressing these challenges, SIF ensures that AI-human collaboration remains both scalable and ethically sound 
[21, 67]. The final building block highlights the positive results that AI and human collaboration can provide in terms of an enhanced 
security posture, where AI and human operators learn from each other, resulting in a better approach to security risk. This feedback 
loop leads to a workforce evolution in which the human role evolves toward more strategic tasks that leverage AI’s capability to handle 
large volumes [50].

Value flow and label interactions 

     The SIF interactions between human expertise and AI capabilities follow 4 types of interactions. Unidirectional is the first inter-
action that highlights the data-driven insights produced by AI and reviewed by human operators for interpretation. This interaction 
highlights the need for contextual understanding when applying professional judgments in line with organizational ethical guidelines. 
This type of interaction is critical for ensuring that contextual judgment is applied in line with the organization’s ethical guidelines 
[55]. The second interaction presents a use case where continuous bi-directional exchange on cybersecurity threats, vulnerabilities, 
and potential mitigation allows AI to improve over time based on human input [19]. The feedback loop is a variant of bidirectional in-
teraction that allows an AI system to learn from the feedback shared by human operators in operations such as prioritizing vulnerabili-
ty or incident response actions, thereby allowing AI systems to predict and respond to threats more effectively over time [11, 51]. Chal-
lenges and influence are the last interactions that disrupt the relationship between AI and human operators. The challenges are related 
to the scalability, ethical concerns, and adaptability of AI systems to the organizational environment, to name a few [21]. We grounded 
in Table 2 data structure of the connections between the components of the symbiotic integration framework each of the interactions 
with relevant theories and relevance for the SIF framework in Table 2 data structure of the connections between the components of 
the symbiotic integration framework, offering insights into how AI and human collaboration can optimize cybersecurity  strategies. 
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Symbiotic Maturity Integration Model (SMIM)

     Based on the outcomes of the thematic analysis and SIF, the authors realized that achieving a symbiotic relationship between AI and 
human operators is a progressive exercise requiring a maturity model that would provide a structured roadmap for sophisticating this 
collaboration. The Figure 5 present the symbiotic maturity integration model (SMIM) conceptual model that will assess and guide the 
dimensions of the SIF, such as AI capabilities, human expertise, interaction points, challenges, and outcomes; the development of orga-
nizational capabilities over time through 5 maturity levels extending the symbiotic integration framework (SIF) from less integrated 
stages (initial level) to fully optimized collaboration (optimized level), resulting in a mature symbiotic relationship between automa-
tion and human oversight. Each of the five maturity levels builds on the previous one, reflecting incremental improvements in both 
the technological capabilities of AI systems and the depth of human expertise involved in decision-making processes. The proposed 

Label Connection Type Start End Importance of Connection Theories

Data-Driven 
Insights (DDI)

Unidirectional Inter-
action

AI Capabil-
ities

Human 
Expertise

AI generates insights that 
human operators can use for 
decision-making, ensuring 
informed responses.

HMI: Cybernetic 
Theory

Feedback Loop 
(FL)

Feedback Loop AI Capabil-
ities

Interaction 
Points

Ensures continuous improve-
ment of AI systems based on 
human feedback.

HMI: Cybernetic 
Theory

Ethical Over-
sight (EO)

Bidirectional Interaction Human 
Expertise

AI Capabil-
ities

Allows the integration of 
ethical frameworks into AI’s 
operational outputs.

HMI Theory and 
Sociotechnical 
Systems Theory

Barrier Manage-
ment (BM)

Unidirectional Inter-
action

Interaction 
Points

Challenges Mitigate risks and ensure 
system stability in critical 
cybersecurity processes.

Cybernetic Theory

Scalability and 
Adaptability 
(SA)

Potential Challenges/
Influences

AI Capabil-
ities

Challenges Ensures that the AI system 
can scale effectively and 
adapt to changing threat 
landscapes.

Sociotechnical 
Systems Theory

Collaborative 
Success (CS)

Bidirectional Interaction Interaction 
Points

Human 
Expertise

Enables collaboration, which 
improves decision making 
and operational efficiency.

HMI Theory

Automated Pro-
cesses (AP)

Unidirectional Inter-
action

AI Capabil-
ities

Interaction 
Points

Automation drives opera-
tional efficiency, allowing 
humans to focus on complex 
decision-making.

HMI Theory

Adaptive Inter-
action (AI)

Bidirectional Interaction Interaction 
Points

Human 
Expertise

Human feedback refines AI’s 
adaptive processes, ensuring 
responsiveness to evolving 
threats.

HMI Theory

Ethical Challeng-
es (EC)

Potential Challenges/
Influences

Challenges Interaction 
Points

Addresses ethical concerns 
and ensures accountability in 
AI-human collaboration.

Sociotechnical 
Systems Theory

Evolutionary 
Learning (EL)

Feedback Loop AI Capabil-
ities

Outcomes Promotes learning and 
adaptation, ensuring that AI 
systems evolve in response 
to new threats.

Cybernetic Theory

Table 2: Data structure of the connections between the components of the symbiotic integration framework.
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model also emphasizes the evolution of collaboration mechanisms, feedback loops, and the ability to handle complex cybersecurity 
challenges [21, 64, 65].

Figure 5: Conceptual model presenting the symbiotic maturity integration model (SMIM).

Initial and managed levels: Laying foundation

     Cybersecurity at the initial level of the SMIM underutilizes AI and relies primarily on human expertise to execute cybersecurity op-
eration. The theme of “Integration and Optimization of AI and Human Expertise” in Figure 2 identified in the thematic analysis allows 
us to navigate the challenges at this stage; one of them is the recognition of the complementary strengths of AI and humans in cyber-
security operations. The principles of TAM allow the gradual incorporation of AI capabilities and automation into basic cybersecurity 
processing, such as filtering vulnerabilities and identifying compromise indicators within a large dataset [12]. This incorporation at 
both the initial and managed levels allows for the early adoption of AI tools as human operators start visualizing AI as a support mech-
anism in decision-making for routine tasks rather than as a strategic asset [16]. At this stage, the balanced STS approach allows us to 
navigate the successful transition of other stages as AI tools lack the sophistication to operate autonomously and the feedback loops, 
while minimal, start to form, laying the groundwork for more advanced integration [32].

Defined Level: Formalized Collaboration and Ethical Oversight

     Moving from a managed level to a defined level requires embedding AI capabilities in a strategic decision-making process in which 
feedback loops become integral [21, 55]. This maturity level is aligned with the analysis of the second theme of our thematic analysis, 
“Adaptive and Collaborative AI Systems,” Figure 3 where principles from cybernetics and DCT theory are essential to navigate adaptive 
AI-human collaboration. As an example, the cybernetic theory of feedback loops is an essential aspect of cybersecurity operations 
such as incident prioritization, where AI systems refine classification predictions and responses based on human inputs [19]. As 
threats involve embracing the adaptability principle with the resources recommended by DCT, organizations can maintain competitive 
advantages [45]. At this stage, the “interaction points” of the third building block come to life, and principles such as feedback loops, 
ethical considerations, and contextual oversight are critical in ensuring that AI can inform human decision-makers on why it has taken 
decisions such as containment of workstations during the cycle of cyber-incidents. Managing at this maturity stage ethical challenges 
associated with automated cybersecurity decisions remains a significant challenge.
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Advanced Level: Robust Collaboration and Real-Time Adaptation

    Achieving deep integration between AI and human collaboration is key at the advanced level. The feedback loop principle of cy-
bernetics theory evolved at this stage by enabling AI systems capable of real-time adaptation based on ongoing human input. As an 
example, an AI system can refine a response playbook based on human inputs by either introducing elements from historical data or 
elements from other playbooks [20]. This stage demonstrates the realization of the DCT principles by fostering an agile cybersecurity 
posture that can adapt to complex cybersecurity scenarios [68]. The ethical consideration and scalability principles of the SIF are fully 
integrated, and organizations can scale their cybersecurity operations without compromising ethical standards or human input.

Optimized Level: Seamless AI-Human Symbiosis and Proactive Security

     The final maturity level represents the culmination of AI-human integration in cybersecurity. At an optimized level, AI systems and 
human expertise work in full harmony to achieve a proactive and resilient security posture, fulfilling all the building blocks of the SIF, 
allowing AI to operate autonomously in routine tasks, and freeing human experts to focus on strategic and ethical considerations [13]. 
An organization’s cybersecurity posture is fully proactive, leveraging predictive analytics to anticipate and respond to threats before 
they occur. “Scalability and Implementation” aggregate principles delineated in Figure 3 are embedded in this level, enabling organiza-
tions to support large-scale cybersecurity operations across diverse environments. HMI, DCT, and cybernetic theory principles are ful-
filled by interaction, enabling continuous adaptation and ethical decision-making that align with long-term organizational goals [21]. 

Discussion

     This systematic literature review contributes to advancing AI-human collaboration in cybersecurity with theoretical and practical 
insights. The thematic analysis, SIF, and SMIM synthesize the fragmented literature and address gaps in the understanding of how AI 
capabilities and human expertise can synergistically enhance cybersecurity outcomes [32, 42]. These contributions are grounded in 
various theories, including RBV [14, 35], STS [15, 43], TAM [44], DCT [45], HMI [19, 20], and CT [18], to enhance our understanding of 
the complex AI-human collaboration in cybersecurity. The unified relationship covers the gap of studies that predominantly focus on 
AI as an independent technological asset or emphasize human decision-making in cybersecurity without detailing their integration 
[1, 48, 61].

     The interdependence between technological and social systems, as conceptualized by SIF in the Figure 4, provides a major theoret-
ical contribution that synthesizes the principles of STS, TAM, RBV, and other theories to prove that the symbiotic relationship between 
AI and humans results in complementary feedback loop forces to achieve optimal cybersecurity outcomes rather than substitutes [36, 
69]. SMIM delineated in Figure 5 provides practical contributions by offering a pathway from initial reliance on human expertise to a 
fully integrated, optimized AI-human collaboration in cybersecurity [16, 27, 71]. The adaptability principles offered through multiple 
maturity levels allow corporations to adapt their strategy based on the challenges that they face by considering principles such as 
feedback loops, ethical considerations, and scalability [18]. The SMIM’s structured roadmap is particularly valuable for organizations 
at different stages of technological maturity, from those newly adopting AI tools to those aiming for advanced AI-driven strategies with 
human oversight [2, 72].

     This study has some limitations, starting with the reliance on English-language publications and specific databases that may exclude 
relevant studies from other languages or cybersecurity priorities [40]. The outcomes of recent developments may not be fully cap-
tured, and regular updates in future research are required to incorporate cutting-edge findings [1, 73]. The SIF and SMIM conceptual 
models require empirical validation in live cybersecurity operations to test the framework’s robustness in real-world settings. Future 
studies could explore the customization and practical utility of the feedback loop and maturity stages based on the industry and size 
of the organization, offering broader applicability of these frameworks [2, 52, 61].
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Conclusions

     Through the lens of multiple theoretical frameworks such as RBV, STS, TAM, HMI, DCT, CT, and cybernetics, this study enriches the lit-
erature by providing a pathway to optimize the AI-human collaboration and decision-making in cybersecurity environments [20, 21]. 
Both SIF and SMIM conceptual models have the potential to guide organizations in developing resilient, adaptive, and ethically respon-
sible cybersecurity strategies as their roadmap advances on their maturity journey [28]. This study covers the missing collaborative 
framework in the literature and offers actionable insights for improving operational effectiveness by ensuring that AI-human-driven 
decisions are not only efficient but also aligned with ethical standards and organizational goals [74]. Future research should further 
explore the challenges that AI introduces to specific cybersecurity practices, such as security operation centers and vulnerability man-
agement. Future studies could also conduct real-world testing of the SIF and SMIM models across different industries and organiza-
tional contexts to assess their scalability, adaptability, and effectiveness in practice and the impact of AI and automation cybersecurity 
workforce [75-78]. 
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