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Abstract

     Machine learning is widely utilized across various scientific disciplines, with algorithms and 
data playing critical roles in the learning process. Proper analysis and reduction of data are 
crucial for achieving accurate results. In this study, our focus was on predicting the correla-
tion between cigarette smoking and the likelihood of diabetes. We employed the Naive Bayes 
classifier algorithm on the Diabetes prediction dataset and conducted additional experiments 
using the k-NN classifier. To handle the large dataset, several adjustments were made to ensure 
smooth learning and satisfactory outcomes. This article presents the stages of data analysis and 
preparation, the classifier algorithm, and key implementation steps. Emphasis was placed on 
graph interpretation. The summary includes a comparison of classifiers, along with standard 
deviation and standard error metrics.

Keywords: Machine Learning; Naive Bayes classifier; k-NN; Diabetes prediction dataset

Introduction

    The application of machine learning techniques in disease prediction and diagnosis has seen sig-
nificant advancements in recent years [1, 7]. Detecting diseases accurately and early is crucial for 
improving patient outcomes and reducing healthcare costs [2]. Among these diseases, diabetes is a 
prevalent and chronic condition with serious health implications. The correlation between cigarette 
smoking and the likelihood of developing diabetes remains an area that requires further investigation 
[4, 6].

    Understanding the impact of cigarette smoking on diabetes risk is important for several reasons [5]. 
It can provide insights into the complex interplay between lifestyle factors and disease development, 
contribute to more accurate predictive models, and inform public health policies [9, 10]. Therefore, 
this study aims to explore the correlation between cigarette smoking and diabetes using machine 
learning techniques.
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     By analyzing the Diabetes prediction dataset, we investigate whether smoking is an independent risk factor for diabetes or if its im-
pact is confounded by other variables [3]. Our hypothesis is that there exists a positive association between cigarette smoking and the 
likelihood of diabetes, even after controlling for other known risk factors [8]. Through rigorous data analysis, application of machine 
learning algorithms, and interpretation of results, this study provides insights into the relationship between smoking and diabetes. 
The findings contribute to our understanding of disease etiology and can assist in developing targeted interventions and preventive 
strategies.

     In the following sections, we present the methodology, describe the machine learning algorithms employed, discuss the results, and 
explore the implications for healthcare practice and policy.

Assumptions of the project

    The program is designed to predict the potential for diabetes risk in correlation with smoking cigarettes based on the ‘Diabetes 
prediction dataset’.

Description

    The main scheme of the algorithm for assessing the possibility of diabetes risk is a combination of test results, characteristics, habits 
or habits of the person under study. Based on the information provided the algorithm determines how high the chance is that a par-
ticular person will develop diabetes.

Methodology 
Steps in the implementation of the task

1. Selection of the database.
2. Analysis and reduction of the database - removing rows that did not contain key information crucial to achieve the final result.
3. Appropriate preparation of data for testing.
4. Performing tests using a naive Bayesian classifier.
5. Performing the experiment using the KNN classifier.
6. Drawing conclusions.
7. Preparing the report.

Description of operation

     Naive Bayesian classifier is a simple probabilistic classifier. It is based on the assumption of mutual independence of predictors, 
i.e. independent variables. Although this assumption often does not reflect reality, it is therefore called “naive”. The model of right of 
probability in naive Bayesian classifiers can be deduced using Bayes’ theorem; a theorem of probability theory, binding the weighted 
probabilities of two events conditioning on each other.

The formula for conditional probability, which determines what kind of decision we will make if we have specific data:

 

Bayes’ theorem:

     Depending on the accuracy of the model, naive Bayesian classifiers can be effectively trained in supervised learning mode. In many 
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practical applications of parameter estimation of naive Bayes models, the maximum likelihood a posteriori method is used. In other 
words, it is possible to work with a naive Bayes model without necessarily believing in Bayes’ theorem or using specific Bayes methods.

     Despite their naive design and highly simplified assumptions, naive Bayes classifiers often perform better in real-world situations 
than one might expect.

     In our calculations, we used a normal distribution, otherwise known as a distribution of Gauss.

The density function of the normal (Gauss) distribution:

In this formula:

- f (x) denotes the density function for a random variable x,
- μ is the expected (mean) value of the distribution,
- σ is the standard deviation of the distribution

Data analysis 
Libraries used

- Pandas - data management.
- Numpy - advanced mathematical calculations.
- Seaborn - creating statistical graphics.
- Matplotlib - create graphs and numerical extensions of NumPy.
- Random - allows you to select a random element from a given sequence.

 Database analysis

     We began our work by analyzing the database:

Figure 1: The database consists of 100,000 rows and 9 columns, of which 2 columns 
have nonnumeric values. These are the gender and smoking history columns.
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     We then made sure that no data is missing, i.e. there are no so-called empty cells, which negatively affect the training of the model.

     We further checked the contents of the last 5 rows to compare the data before and after the reduction.

Figure 2: Data before the reduction.

     The next step was to remove rows that do not contain information necessary for data analysis. In our case, these were rows that in 
the smoking history column contained the value ‘No Info’. 

Figure 3: Deletion of data.

Figure 4: Data after reduction.
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     After preparing the database in advance, we plotted charts to analyze the data.

Figure 5: Correlation of data in the studied database.

Figure 6: Diabetes risk depending on smoking.

     The data was grouped according to the value in the ‘smoking history’ column, and then the average value of the ‘diabetes’ column 
for each group was calculated.

https://primerascientific.com/psen


 PriMera Scientific Engineering                                                                                                                                                                   https://primerascientific.com/psen

Predicting Diabetes Risk in Correlation with Cigarette Smoking 52

Figure 7: Relationship between smoking, age and diabetes.

     The chart was created to illustrate the relationship between the columns ‘smoking history, ‘age’ and ‘diabetes’. We calculate the av-
erage value of ‘diabetes’. Each line on the graph represents a different ‘smoking history’ value. The x and y axes, represent respectively 
‘age’ and ‘average percentage of diabetes’, and the legend indicates which values correspond to which lines on the graph.

     In the next step, we took care of changing the ‘object’ values in the gender and smoking history to ‘numeric’ values.

Figure 8: Data before the change.          Figure 9: Data after the change.

Implementation

Including necessary packages

Figure 10: Code used to implement packages.
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Downloading the dataset, pre-analysis and deletion of irrelevant elements

Figure 11: Code used to download dataset, pre-analysis and deletion.

Converting word values into numerical values and re-analyzing the data 

Figure 12: Code used to convert and analyze the data.

Data normalization, shuffling and splitting

     Data normalization helps to align the value ranges between attributes to avoid distortions and ensure that no attribute dominates 
over others. We used the Min-Max Scaling method, which transforms the data into a value range from 0 to 1.

     We performed data shuffling to increase the diversity of the training data, improve the model’s performance, and minimize the im-
pact of input data on the final result. This helps prevent the formation of patterns that could adversely affect the model’s performance.

     Splitting the data into a training set and a test set allows for obtaining reliable results by working with unused data when measuring 
the model’s accuracy. These data differ in the model training section and the accuracy evaluation section, which is crucial for assessing 
the model’s effectiveness for newly introduced data.

Figure 13: Code used to normalize data.

https://primerascientific.com/psen


 PriMera Scientific Engineering                                                                                                                                                                   https://primerascientific.com/psen

Predicting Diabetes Risk in Correlation with Cigarette Smoking 54

Figure 14: Code used to shuffle data.

Figure 15: Code used to split data.

Naive Bayes Algorithm

Figure 16: Pseudocode of the Bayes classifier used (algorithm).
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Figure 17: Code of the Bayes classifier class.

Experiments

    In order to choose the most optimal solution for the problem, we compared the results with another classifier - we conducted ex-
periments with the KNN classifier. Working with this classifier required dividing the database into smaller parts. For 1/5 of the entire 
dataset, we achieved a result in approximately 3 minutes. For 1/2 of the dataset, the result appeared after about 15 minutes. However, 
we were unable to obtain the result for the entire dataset due to excessively long waiting time (over 30 minutes of waiting).

    The numerical results were satisfactory (accuracy around 88%), but the execution time of the task was decidedly unsatisfactory, 
leading directly to the rejection of this particular case.

Results

     The results we obtained using the naive Bayes classifier are: 87.10%, 87.52%, 86.65%, 87.24%, 86.57%. The average standard de-
viation was: 0.402% and the standard error was: 0.179.
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Conclusions

     The conducted tests clearly indicate that when dealing with a large amount of data, the better solution would be the naive Bayes 
classifier, which consistently achieved satisfactory results even with different configurations and multiple shufflings. On the other 
hand, the KNN classifier requires significant computational power and a very long time to execute the assigned task.

    We would also like to point out that it is possible to limit the size of the database using hierarchical clustering (e.g., agglomerative 
clustering), which would significantly reduce the database by grouping similar records and removing rows with very similar values.

Summary

    In our job we focused on predicting the possibility of diabetes in correlation with cigarette smoking using machine learning tech-
niques. We utilized the Diabetes prediction dataset and implemented the Naive Bayes classifier algorithm to conduct the study. Addi-
tionally, we experimented with the k-NN classifier. We emphasized the importance of data analysis and preparation to achieve satisfac-
tory results. The article presents the stages of data analysis, the algorithm of the classifier, and the implementation steps of the code. 
We also highlighted the interpretation of graphs in the study.

     The data analysis phase involved selecting the database, reducing the dataset by removing irrelevant rows, and preparing the data 
for testing. We also plotted various graphs to analyze the data, including the correlation of variables and the relationship between 
smoking, age, and diabetes.

     The implementation section covered the necessary packages, downloading and pre-processing the dataset, data analysis, converting 
word values into numerical values, and normalizing and shuffling the data. We split the data into training and test sets for evaluating 
the model’s accuracy. We also compared the performance of the Naive Bayes classifier with the k-NN classifier through experiments. 
Although the k-NN classifier yielded satisfactory numerical results (accuracy around 88%), it required significant computational pow-
er and a long execution time, making it unsuitable for large datasets. 

   The results obtained using the Naive Bayes classifier consistently achieved satisfactory accuracy rates, ranging from 86.57% to 
87.52% (with the average standard deviation 0.402% and the standard error 0.179).

     In conclusion, the study showed that the Naive Bayes classifier is a better choice when dealing with large datasets, as it consistently 
achieved satisfactory results with different configurations and multiple shufflings. On the other hand, the k-NN classifier was compu-
tationally intensive and time-consuming. We suggested the use of hierarchical clustering to limit the size of the database, which could 
improve efficiency in similar projects.
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