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Abstract

     Accurately detecting and classifying defects in wafers is a crucial aspect of semiconductor 
manufacturing. This process provides useful insights for identifying the root causes of defects 
and implementing quality management and yield improvement strategies. The traditional ap-
proach to classifying wafer defects involves manual inspection by experienced engineers us-
ing computer-aided tools. However, this process can be time-consuming and less accurate. As 
a result, there has been increasing interest in using deep learning approaches to automate the 
detection of wafer defects, which can improve the accuracy of the detection process.
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Introduction

Wafer

     In our everyday lives, we use electronic devices that contain an ASIC or an IC, which are made up of 
silicon dies that perform specific functions. These silicon dies are created from semiconductor wafers, 
which are thin slices of semiconductor materials, such as gallium arsenide or silicon. These materials 
are chosen for their ability to conduct electricity in specific conditions while insulating electricity 
in others. The semiconductor wafers are typically round or rectangular in shape and are created by 
slicing a block of semiconductor material into thin sheets with a wafer saw. After being cut, the wafers 
are polished and cleaned to remove any defects or contaminants that could impact the performance 
of microelectronic devices built on them. A thin layer of photoresist is then applied to the wafer, and 
a pattern is created using photolithography. The photoresist areas that have been exposed to light are 
removed, leaving the desired pattern on the wafer. The wafer is then subjected to various chemical 
and physical processes to produce tiny electrical components that make up microelectronic devices. 
These processes include depositing layers of material, etching away unwanted material, and intro-
ducing impurities into the semiconductor material to create different types of electrical components. 
Once the wafer is fabricated, the microelectronic device is cut into individual chips or dice, which are 
then packaged and tested. These finished chips are used in various electronic devices, such as com-
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puters, smartphones, and other similar devices.

Artificial Intelligence

   The field of artificial intelligence (AI) is focused on the creation of machines that can display human-like intelligence and deci-
sion-making abilities. This involves the development of algorithms and models that can analyze and process data to achieve specific 
goals. There are different approaches to building AI systems, such as rule-based systems, decision tree systems, neural networks, and 
deep learning. Rule-based systems use predetermined rules to perform simple tasks, while decision tree systems use a series of ques-
tions and answers to make decisions. The structure of neural networks is in a way that is similar to the human brain. Deep learning, 
a form of machine learning, utilizes neural networks comprising multiple layers to handle large datasets and accomplish complex 
tasks like speech and image recognition. While AI has the potential to improve various industries and simplify our lives, it also raises 
ethical issues and may lead to job displacement. Therefore, research and debate surrounding the development and implementation of 
AI continue to be active areas of inquiry.

Neural Network

     Machine learning algorithms known as neural networks imitate the structure and function of the human brain. These networks con-
sist of interconnected “neurons” arranged in layers that process and transmit information. Neural networks excel at recognizing pat-
terns and relationships in data and can be trained to perform various tasks, including speech and image recognition, language trans-
lation, and decision-making. They are ideal for tasks that require the processing of large datasets and the ability to learn and adapt 
to new situations. The types of neural networks include feedforward neural networks, convolutional neural networks, and recurrent 
neural networks, with the selection depending on the task at hand. Training neural networks involves using an optimization algorithm 
and a vast amount of labeled data to adjust the connections’ weights and biases between neurons. Although neural networks are ef-
fective at various tasks, they can be computationally demanding and require large amounts of training data. Additionally, the quality 
of the data used for training affects their sensitivity, and if the training data is not representative of real-world data, they may overfit.

Wavelet Transform

    Wavelet transform is a mathematical technique commonly used in image processing to break down an image into different frequency 
components, enabling it to be analyzed at different resolutions or scales. This is particularly useful for tasks such as image compres-
sion, denoising, and feature extraction. To perform wavelet transform on an image, the image is first divided into small blocks or pixels, 
and each block is then transformed into the frequency domain using wavelet transform. The resulting wavelet coefficients represent 
the amplitude and phase of the different frequency components of the image at varying scales.

    One important advantage of wavelet transform in image processing is its ability to provide multiresolution analysis of the image, 
which enables the image to be analyzed at different levels of detail. This can be particularly useful for tasks such as denoising, where it 
is important to retain fine details while removing noise. Wavelet transform is also utilized in image compression, where it can be used 
to eliminate redundancy and irrelevance in the image data. By preserving only the most significant wavelet coefficients, it is possible 
to reconstruct an approximation of the original image with a lower data rate. Overall, wavelet transform is a powerful tool in image 
processing, with broad applications across various fields.

Literature Review

    In [1], the authors discussed the importance of exploring different combinations of features that enhance the accuracy of Convo-
lutional Neural Networks (CNNs) on large datasets. While some features may only be effective for certain models or problems or 
may be limited to smaller datasets, there are universal features that can be applied to most models, tasks, and datasets. Examples of 
such features include Weighted Residual Connections (WRC), Cross-Stage-Partial-connections (CSP), Cross mini-Batch Normalization 
(CmBN), Self-adversarial-training (SAT), Mish-activation, Batch Normalization, Mosaic data augmentation, DropBlock regularization, 
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and CIoU loss. In order to attain cutting-edge results, the authors used these universal features as well as a mixture of several of them, 
including WRC, CSP and CIoU loss. In [2], the authors introduced the Cross-Stage-Partial Network (CSPNet) that mitigates the problem 
of high inference computations required by previous works from a network architecture perspective. The proposed network topology 
reduces calculations by 20% while preserving or enhancing accuracy on the ImageNet dataset by combining feature maps from the 
beginning and end of a network stage. On the MS COCO object detection dataset, it also beats current state-of-the-art methods in terms 
of AP50.The ResNet, ResNeXt, and DenseNet-based designs can be handled by the CSPNet because it is simple to implement and suf-
ficiently generic. In [3], The SPP-net, a novel network topology that does away with the need for a fixed-size input picture for current 
deep CNNs, was proposed by the authors. The SPP-net is resistant to object deformations since it consistently represents images of 
any size or scale. The authors demonstrated that the SPP-net improves the accuracy of several CNN architectures, regardless of their 
unique designs, through studies on the ImageNet 2012 dataset. In [4], The authors developed an intelligent indoor positioning system 
devoid of infrastructure that relies solely on visual data. The suggested plan makes use of smartphones as client premises equipment 
and readily available environmental items as location landmarks. Directional pedestrian signs are detected and recognised using the 
Google Object Detection framework. The testing findings show that the suggested method can identify pedestrian directional signs 
with up to 98% accuracy. In [5], the authors presented a survey on image classification using deep learning as well as transfer learning 
approaches, discussing unsupervised, semi-supervised, and supervised learning strategies.

Proposed Algorithm 
Image or Data Augmentation

     Data augmentation is a technique that involves generating additional data based on existing data. In this project, we utilized data 
augmentation to improve the performance of our object detector YOLO8 model by augmenting the image datasets. There are several 
ways to augment an image dataset, and we employed the following techniques:

Flipping: This involves horizontally or vertically flipping images to produce additional data. This technique is particularly useful for 
object detection tasks, where the same object may appear in different orientations in the image.

Rotating: Images can be rotated to generate additional data, which is beneficial for tasks such as object recognition where the same 
object may appear at different angles in the image.

Scaling: Scaling images up or down can also be used to create additional data. This technique can be helpful for object detection tasks, 
where the size of the objects in the image may vary.

Adding noise: Adding noise to images can be an effective way to generate additional data. This technique is especially useful for image 
classification tasks, where the model needs to be able to handle noise in the input data.

     Overall, data augmentation is a valuable tool for improving the performance of machine learning models, and the various techniques 
employed can help to create more diverse and robust datasets. In this project we had around 30 base images which we augmented 
using the above techniques to about 933 images.

Model training

To train a YOLOv8 model, we have gathered a large dataset of annotated images that are labeled with the bounding boxes and class 
labels of the objects in the image. Then data is split into a training, validation and testing set, and uses the training set to train the 
model using an optimization algorithm. After the model has been trained, we have evaluated its performance on the testing set to see 
how well it generalizes to new data.

•	 Training Data: The dataset with 933 images is divided into training, validation and test data, with training data accounting for 
80 percent of the dataset i.e around 765 images. Again, data augmentation is used for this data because it artificially increases 
the data by three or more times.
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•	 Validation Data: Validation data accounts for 20 percent of the dataset which resulted in about 150 images. Dividing the dataset 
during the training phase allows you to see how the algorithm performs on the training data. However, it cannot use data aug-
mentation in this case and must instead use raw images.

•	 Testing data: We kept 18 images to test and check the accuracy and speed of the model for inference or testing its performance.

    Hyperparameters are a set of parameters that are defined before training a machine learning model, and their values determine 
how the model performs and behaves. They are frequently used to adjust the model’s complexity, and can significantly influence its 
performance.

    One of the most important hyperparameters is the learning rate, which controls the step size of the optimization algorithm that 
updates the model’s parameters during training. While a larger learning rate can lead to faster convergence, it may also make the op-
timization process more unstable. In our model, we have set the learning rate to 0.001.

     Another important hyperparameter is the batch size, which determines the number of training examples used in each iteration of 
the optimization algorithm. A larger batch size can improve the efficiency of the optimization process, but it may also increase the 
memory requirements of the model. In this model, we have used batch sizes of 64.

    The number of epochs is one more important hyperparameter that controls the number of times the optimization algorithm will 
iterate over the training data. Increasing the number of epochs can allow the model to learn more complex features, but it may also 
increase the risk of overfitting. In our model, we have trained the model for about 50 epochs on the best weight which we got when we 
trained a small data for about 20 epochs.

    Finally, the number of anchors is a hyperparameter that determines the number of bounding boxes used by the model to predict 
the locations of objects in an image. A larger number of anchors can improve the accuracy of the model, but it may also increase its 
complexity.

YOLO v8

YOLOv8 is the latest version of YOLO by Ultralytics.YOLOv8, being a state-of-the-art (SOTA) model, incorporates new features and en-
hancements to build upon the success of its previous versions. This results in improved performance, flexibility, and efficiency. YOLOv8 
supports a full range of vision AI tasks, including detection, segmentation, pose estimation, tracking, and classification. This versatility 
allows users to leverage YOLOv8’s capabilities across diverse applications and domains.

1.	 Firstly, YOLOv8 is highly accurate as measured by COCO and Roboflow 100, which attests to its precision and reliability.
2.	 Secondly, YOLOv8 offers a host of developer-convenience features, including an intuitive CLI and a well-structured Python pack-

age that simplifies coding tasks.
3.	 Thirdly, YOLOv8 boasts a large and rapidly growing community of computer vision enthusiasts who can provide assistance and 

guidance whenever needed.
4.	 For instance, YOLOv8’s medium model (YOLOv8m) attains a remarkable 50.2% mAP on COCO, outperforming YOLOv5 on Robo-

flow 100. Moreover, YOLOv8’s CLI makes training models easier than many other models that require executing various Python 
files. Additionally, YOLOv8’s Python package facilitates seamless coding.

5.	 Lastly, YOLOv8’s popularity and reputation in the computer vision community make it a reliable model to use, with many online 
guides and resources available to assist users. 
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Table 1: Comparison of different versions of v8 source: docs.ultralytics.com.

Flow Chart I 

Figure 1: The process of training YOLO model.

Flow Chart II 

Figure 2: Experimental flow chart.
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Experiment and Result 
Analysis

For this project, we compiled a vast dataset that underwent several image-processing procedures before being inputted into our 
model. As depicted in Figure Yolov8, Our object detection technology is able to spot microscopic cracks, long strip cracks, and gaps 
with cracks. In these test samples, the likelihood of missed detection is extremely low because the system has a tendency to somewhat 
over-detect. The potential risks mainly fall into four categories, namely:

1.	 The target frame covering a large portion of the target.
2.	 The existence of hidden cracks at a pixel-level.
3.	 The likelihood of large lines being detected excessively throughout the entire image and.
4.	 Detection of certain controversial gaps or cracks.

Overall, Yolov8 has exhibited excellent robustness for industrial crack detection.

     The geometry of the silicon wafer crack defect is unpredictable throughout the detection procedure, and line markings might cause 
severe interference. To address this issue We used the Yolov8 target detection algorithm, which can respond to varying fracture sizes 
and lengths while also making sure that deep and shallow line marks are not over-detected, to find cracks on an industrial silicon chip. 
The algorithm is quite robust and can recognise silicon wafer cracks in test samples with great accuracy. Uncertain crack defects on 
silicon wafers can cause severe interference, as can line marks.

To evaluate the effectiveness of target detection, we used the evaluation index on the test set, and the results are as follows:

MAP

     MAP or mean Average Precision is a metric commonly used to assess object detection models. It calculates the average precision of 
a model across all classes and measures the model’s ability to accurately identify and classify objects in an image. To calculate mAP, the 
model is first applied to a test dataset, and the predicted bounding boxes are compared to the ground truth bounding boxes. Then, the 
precision of the model is determined for each class, and the mAP is calculated as the average of the precision values across all classes.

     The precision of a model is determined by dividing the number of true positive predictions made by the model by the total number 
of positive predictions made by the model. A true positive prediction is a prediction that is both accurate and has a high overlap with 
the ground truth bounding box.

RECALL

     Recall is a crucial metric for evaluating the performance of a machine learning model, particularly in classification tasks. It measures 
the number of true positive predictions made by the model in relation to the total number of positive examples in the dataset. True 
positive predictions are predictions that are both accurate and have a high overlap with the ground truth labels. This overlap is typi-
cally assessed using a threshold, such as the Intersection over Union (IoU) metric.

     The recall metric is important because it evaluates the ability of the model to correctly identify all of the positive examples in the 
dataset. A model with a high recall score can correctly identify most or all of the positive examples, while a model with a low recall 
score may miss many of the positive examples. Therefore, recall is a critical metric that provides insight into how well a model can 
accurately identify positive examples.
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Test results 
The test results are as follows:

Table 2: Test results displaying map value, precision and recall.

Figure 3: Classification of defects into different classes.

Result of the project

Figure 4: Defect detection with displaying confidence interval.
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Result analysis graph of training and testing dataset

Figure 5: F1 - Confidence Curve.

Figure 6: Precision-Recall curve.

Figure 7: Precision-Confidence curve.
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Figure 8: Recall-Confidence curve.

Figure 9: Confusion Matrix.
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Figure 10: Instances vs classes.

Conclusion

    This project has implemented a deep learning method that is YOLOv8 for the automated detection and classification of defects in 
semiconductor wafers. The approach focused on the classification of defects that most significantly damaged the wafer during the 
manufacturing process. The defect classification is done in 3 classes that are allspot, crack and no defect. We have divided the dataset 
in 70 percent of training data, 20 percent of validation dataset, and 10 percent of testing dataset. The four-class approach achieved an 
overall accuracy of 96 percent, which can be further improved by increasing the training dataset. The larger the dataset the better the 
accuracy.

Future Scope

    Streamlined manufacturing process can be done to make it possible to automate the entire semiconductor wafer manufacturing 
process, reducing the requirement for human intervention and boosting productivity. Improved defect detection, deep Learning al-
gorithms can be trained on extensive datasets to detect even the slightest defects in wafers that may be undetectable through human 
inspection. This can lead to greater yields and less waste in the manufacturing process. Real-time monitoring of the manufacturing 
process and prediction of potential defects can be achieved with the use of Deep Learning algorithms. This could lead to enhanced 
efficiency and decreased downtime. Also, measuring the length of the crack to show that the defect is present with the length given 
can be thought of as a future work.
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