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Abstract

     The field of artificial intelligence (AI) in healthcare is rapidly expanding worldwide, with suc-
cessful clinical applications in orthopedic disease analysis and multidisciplinary practice. Com-
puter vision-assisted image analysis has several U.S. Food and Drug Administration-approved 
uses. Recent techniques with emerging clinical utility include whole blood multicancer detec-
tion from deep sequencing, virtual biopsies, and natural language processing to infer health 
trajectories from medical notes. Advanced clinical decision support systems that combine ge-
nomics and clinomics are also gaining popularity. Machine/deep learning devices have prolifer-
ated, especially for data mining and image analysis, but pose significant challenges to the utility 
of AI in clinical applications. Legal and ethical questions inevitably arise. This paper proposes 
a training bias model and training principles to address potential harm to patients and adverse 
effects on society caused by AI.

Introduction

    Artificial Intelligence (AI) has been referred to as the “fourth industrial revolution” due to its trans-
formative impact on society worldwide. In essence, AI is a field that combines computer science, 
engineering, and related disciplines to develop machines capable of performing tasks that require 
intelligence in humans. These tasks can include anything from recognizing speech and visual images 
to learning from and adapting to new information. To achieve these goals, AI relies on various tech-
niques, such as machine learning, which enables algorithms to solve problems and make predictions 
based on large amounts of data without explicit programming. Deep learning, a subset of machine 
learning, goes further by using multiple layers of artificial neural networks to address complex issues 
from unstructured data, similar to the functioning of the human brain. With potential economic gains 
estimated at $15.7 trillion by 2030, investments in AI are growing rapidly. The advent of AI applica-
tions has the potential to become one of the most significant developments in the history of medicine, 
with implications for all medical specialties and healthcare service users. According to the World 
Health Organization (WHO), the market for AI in the medical field is expected to reach $150 billion by 
2026. Among the areas projected to benefit are robot-assisted surgery at $40 billion, virtual nursing 
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assistants at $20 billion, administrative workflow assistance at $18 billion, fraud detection at $17 billion, reduction of dosage error 
at $16 billion, connected machines at $14 billion, clinical trial participant identifier at $13 billion, preliminary diagnosis at $5 billion, 
automated image diagnoses at $3 billion, and cybersecurity at $2 billion.

     As AI continues to emerge, ethics has emerged as a critical concern in its development and deployment across various industries. 
The Belmont Report, first published in 1979, outlined the fundamental principles of clinical research ethics in the United States, in-
cluding respect for persons, beneficence, and justice. In a recent study published in Science in October 2019 (191), researchers uncov-
ered significant racial bias in an algorithm widely used in the US healthcare system to guide health decisions. The algorithm relies on 
cost as a proxy for needs, rather than illness. However, the US healthcare system spends less money on Black patients than on white 
patients with the same level of need. As a result, the algorithm erroneously assumed that white patients were sicker than equally 
sick Black patients, leading to a significant racial bias. The researchers estimated that this bias reduced the number of Black patients 
receiving additional care by over 50%. This example underscores the importance of addressing biases in AI and mitigating them from 
the outset to avoid discrimination based on factors such as race, gender, age, or disability. Biases can arise not only in the algorithm 
but also in the data used to train it.

    To our knowledge, only three studies over the past three years have specifically focused on the ethical challenges related to the 
implementation of AI in healthcare. One such study by Char et al. (2018) examined the ethical concerns arising from potential errors 
generated by algorithms and their impact on decision-making. The same study also raised concerns about algorithms becoming a re-
pository of collective medical knowledge. Another study by Guan (2019) investigated the role of governments in safeguarding ethical 
values associated with the emergence of AI in healthcare. The author emphasized the importance of ethical auditing by governments 
and defining the responsibilities of stakeholders in ethical governance systems. Gerke et al. (2020) identified legal challenges posed by 
AI in healthcare in the United States and Europe.

    In this article, we will examine the reasons for bias in deep learning, specifically in the training process of deep learning and the 
fine-tuning process of reinforcement learning. We will also provide some suggestions for addressing these issues. The remainder of 
the paper is organized as follows: Section 2 discusses the ethical challenges and AI bias in various clinical fields, Section 3 examines 
the bias challenges in deep learning training and reinforcement learning fine-tuning, Section 4 presents our recommendations for 
addressing these issues, and finally, Section 5 provides a summary and conclusion.

Bias and Challenges of Artificial Intelligence in Clinical application 
Data collection challenges

     The accuracy of AI models is significantly influenced by the collection of training data, and this is especially challenging in the med-
ical domain due to the need to protect patient privacy and ensure data fairness. For example, in 2019, Facebook employed AI to collect 
data from users’ postings and then forecast their mental health and proclivity for suicide. As a result, Facebook collected and kept us-
ers ’mental health information without their knowledge or consent. Another case health records threat was reported by the journalist 
Alder (2020). Accordingly, the stage data, personal and health information of more than 2.5 million US patients was published online 
by an AI firm named Cense AI. The data were openly accessible through the internet and required no credentials to retrieve. These 
data had been temporarily stored into a storage repository before becoming deposited into the AI system, according to the author. 
Most of the time, AI-based systems solutions can violate the privacy rights of the patients. AI-based applications raise some concerns 
about user agreements. A contract that a person agrees to without a face-to-face dialog is contrary to the generally informed process 
of consent (Klugman et al., 2018). Most of the time, people do not take time and regularly violate user agreements (Friedman et al., 
2000). Accordingly, some concerns may arise as to what kind of data should be gathered by AI developers and practitioners? For what 
purposes patients’ data can be processed, used and shared? Can patients have the right to withdraw their data?
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Breast imaging challenges

     Certain systems may contain inherent latent biases, especially if these have been developed on datasets that underrepresent cer-
tain populations (with a lack of diversity in age, ethnicity and socioeconomic background) and therefore lack the ability to generalize. 
Outcomes based on pre-existing inequalities could be exacerbated by the skewed outcome being fed back into the algorithm, creating 
negative reinforcement, thus limiting the fairness of an algorithm. This can lead to algorithmic decisions that amplify discrimination 
and health inequalities. The data used in testing should therefore encompass a representative relevant population and the components 
of the dataset used explicitly reported alongside the results. A recent paper provides an example of such documentation, where an 
AI-CAD mammography algorithm trained on data from South Korea, USA and UK primarily using data from GE machines, achieved the 
best performance compared with other algorithms (sensitivity (81.9%) at the reader specificity (96.6%)), when tested on data from 
Sweden on only Hologic machines, demonstrating generalizability. Algorithms also have the ability to “learn on the fly”, that over time 
become more biased due to “performance drift”, thus potentially limiting their generalizability. “Learning on the fly” could potentially 
be beneficial to adjust algorithms to the local systems in which they are being used but this will also require close observation through 
regular audits to monitor for detrimental “performance drift”.

AI algorithms challenges of breast cancer care

     There is a common belief that AI is neutral and can be neither good nor bad in itself. In our view t this viewpoint is problematic since 
every algorithm encodes values. Certainly, AI has the potential to produce both positive and negative outcomes. But every algorithm 
will encode values, either explicitly, or more commonly in the era of ‘new AI’, implicitly. To give an example from breast screening: like 
any breast screening program, a deep learning algorithm may prioritize minimizing false negatives over minimizing false positives or 
perform differently depending on the characteristics of the breast tissue being imaged, or for women from different sociodemographic 
groups. Pre-AI, the performance of screening programs was a complex function of several factors, including the technology itself (e.g. 
what digital mammograms are capable of detecting) and collective human judgement (e.g. where programs set cut-offs for recall). Post 
new AI, these same factors will be in play, but additional factors will be introduced, especially arising from the data on which AIs are 
trained, the way the algorithm works with that data, and the conscious or unconscious biases introduced by human coders. The ‘black 
box’ problem in deep learning introduces a critical issue: explainability or interpretability. If an algorithm is explainable, it is possible 
for a human to know how the algorithm is doing what it is doing, including what values it is encoding. At present, Less explainable 
algorithms seem to be more accurate, and it is not clear whether accuracy and explainability must inevitably be traded off, or whether 
it is possible to have both. Fundamentally, machine learning systems are ‘made of’ data. By exposure to massive datasets, they develop 
the ability to identify patterns in those datasets, and to reproduce desired outcomes; these abilities are shaped not just by their coding, 
but also by the data they are fed. There is now extensive evidence from fields including higher education, finance, communications, 
policing and criminal sentencing that feeding biased data into machine learning systems produces systematically biased outputs from 
those systems; in addition, human choices can skew AI systems to work in discriminatory or exploitative ways. It is already well-rec-
ognized that both healthcare and evidence-based medicine are biased against disadvantaged groups, not least because these groups 
are under-represented in the evidence base. AI will inevitably reinforce this bias unless explicit human choices are made to counter it.

AI bias in Surgery

     In surgical AI, bias mainly stems from training data. A taxonomy of biases in machine learning can be divided into two categories: 
technical or computational sources, and inappropriate use or deployment of algorithms and autonomous systems. Statistical bias in 
training data falls under the first category. Adhering to the iconic aphorism - ‘garbage in, garbage out’ - bias in the input will result in a 
biased model. For example, existing medical datasets have had much higher ratios of adult males of Caucasian origin (i.e., an over-rep-
resentation bias) than exists in the actual population. A lack of diversity in sampling manifests in biased data and, without special 
controls in place, therefore results in biased models that may not behave as expected for under-represented groups. Other sources of 
technical or computational bias include algorithmic focus and processing bias. The focus bias emanates from the differential usage of 
information in training AI systems. For example, developers may deliberately include or exclude certain features (i.e., types of inputs) 
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when training a model, thereby causing it to deviate from the statistical standard if those attributes have a strong main effect on the 
outcome, or interaction effects with other variables. Algorithmic processing bias occurs when the algorithm itself is biased, as in the 
use of statistically biased estimators, which may result in a significant reduction of model variance on small sample sizes (i.e., the 
bias-variance trade off). Thus, developers may embrace algorithmic processing as a bias source in order to mitigate or compensate 
for other types of biases. The potential effects of biases emanating from technical and computational sources, of AI in surgery, could 
have direct effects on patient safety and system integrity. For example, training data bias could dramatically impact a preoperative risk 
stratification prior to surgery.

Training Bias in Deep Learning and Fine-tuning Bias in Reinforcement Learning

     Training bias in deep learning refers to the situation where the algorithm is systematically biased towards certain types of data or 
features during training, leading to reduced performance on unseen data. This bias can arise due to a variety of reasons, such as the 
choice of training data, the selection of features, or the optimization algorithm used during training. The main manifestation of training 
bias is sampling bias. Sampling bias occurs when there is an underrepresentation or overrepresentation of observations from a seg-
ment of the population. Such bias, which is sometimes called selection bias, or population bias, may result in a classifier that performs 
bad in general, or bad for certain demographic groups. One example of underrepresentation is a reported case where a New Zealand 
passport robot rejected an Asian man’s eyes because ‘subject eyes are closed. A possible reason could have been that the robot was 
trained with too few pictures of Asian men, and therefor made bad predictions on this demographic group. There are many reasons for 
sampling bias in a dataset. One kind is denoted self-selection bias and can be exemplified with an online survey about computer use. 
Such a survey is likely to attract people more interested in technology than is typical for the entire population and therefor creates a 
bias in data. Another example is a system that predicts crime rates in different parts of a city. Since areas with more crimes typically 
have more police present, the number of reported arrests would become unfairly high in these areas. If such a system would be used 
to determine the distribution of police presence, a viscous circle may even be created. Survivorship bias occurs when the sampled data 
does not represent the population of interest, since some data items ‘died’. One example is when a bank’s stock fund management is as-
sessed by sampling the performance of the bank’s current funds. This leads to a biased assessment since poorly performing funds are 
often removed or merged into other funds. Another example is that GPT 4 did know who won 2022 word cup (See Figure 1). The rea-
son is GPT-4 generally lacks knowledge of events that have occurred after the vast majority of its pre-training data cut off in September 
2021 and does not learn from its experience. Training bias can be a major problem in deep learning, as it can lead to poor performance 
on real-world data. To avoid training bias, it is important to use a diverse and representative training dataset, and to carefully consider 
the choice of features and optimization algorithm used during training. Additionally, it is important to monitor the performance of the 
model on test data, and to adjust the training process as needed to avoid overfitting and improve generalization performance.

Figure 1: Answer from GPT 4.
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     Fine-tuning bias in reinforcement learning refers to the situation where the agent becomes biased towards the specific environment 
and tasks it has been fine-tuned on, leading to reduced performance on new, unseen environments or tasks. This bias can arise when 
the agent is fine-tuned on a particular task or environment using a small amount of data, and then deployed in a new, different envi-
ronment where it may not perform as well. Figure 2 shows the three-step training process of the instructGPT. The third step, which 
involves fine-tuning of RL, may have potential biases. In the first two steps, biases may also arise due to the involvement of labelers, 
such as when they rank outputs from best to worst.

Figure 2: A diagram illustrating the three steps of InstructGPT.

   These rankings may differ depending on the labelers’ knowledge backgrounds, political stances, and life experiences. To avoid 
fine-tuning bias in reinforcement learning, it is important to use a diverse and representative training dataset, and to carefully con-
sider the choice of pre-training data, fine-tuning procedure, and evaluation metrics used during the training process. Additionally, it 
is important to monitor the performance of the agent on new environments and tasks, and to adjust the training process as needed to 
improve generalization performance.

Proposed model and principles

     To address the bias of deep learning, we should firstly identify potential sources of bias. This could include biased data sets, biased 
algorithms, or biased features. Next, collect diverse and representative data. Ensure that training data is diverse and representative of 
the population that are trying to model. The third is to Pre-process and clean data. Pre-processing and cleaning your data can help re-
move any biases that may be present in your data set. For example, we could remove features that are highly correlated with sensitive 
attributes such as race or gender. The forth step is regularly test and monitor AI model, regularly test and monitor model to ensure that 
it is not exhibiting any bias. This can include testing for fairness, accuracy, and other metrics. Form an expert committee composed of 
experts in various fields, like computer experts, medical experts and sociologists, etc. They stipulate test standards and select standard 
test samples. Another test committee composed of more diversity persons is used. They test AI model by the sample specified by the 
expert committee.

Suppose the output of the standard is 𝑦 and the output of the test is 𝑦 ̂. Results of testing bias 𝑏.
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     In generally, the smaller 𝑏 is the better. If it falls within an acceptable range, the bias of the model can also be accepted to meet the
regulations. Otherwise, it is necessary to adjust the training samples to correct the model parameters until 𝑏 meets the requirements.
Overall, addressing AI bias requires a combination of technical expertise and ethical considerations. By following these steps and con-
tinually monitoring and improving a AI model, only that can help ensure that it is fair, accurate, and unbiased.

In order to ensure the correct use of AI in the clinical application, the training of deep learning models should comply with the follow-
ing principles:

     Safety is one of the principles for AI in the clinical application. When training AI model, priority must be given to maintaining and 
demonstrating evidence of patient safety and quality of care. In the service of safety and patient confidence some amount of trans-
parency must be ensured. While in an ideal world all data and the algorithms would be open for the public to examine, there may be 
some legitimate issues relating to protecting investment/intellectual property and also not increasing cybersecurity risk. Third party 
or governmental auditing may represent a possible solution.

    Fairness is another principle of training for AI in the clinical application. Unlike bias, the fairness of a machine learning model is 
judged against a set of legal or ethical principles, which tends to vary depending on the local government and culture. In addition to 
diagnostic prediction, machine learning algorithms are now being applied to operational aspects of health care delivery, such as deci-
sions regarding admissions and triage, as well as determining the cost of insurance premiums that a patient should pay. All these appli-
cations have the ability to produce unfair outcomes with respect to demographic groups; therefore, it is necessary to have a framework 
for quantitatively assessing the fairness of such decisions. When collecting data sets for training and validation purposes, both the 
risks and benefits associated with health data collection need to be shared equitably across different populations, giving attention to 
not disadvantaging marginalized groups.

     Transparency and accountability another principle of training for AI in the clinical application. AI systems should be auditable, com-
prehensible and intelligible by “natural” intelligence at every level of expertise, and the intention of developers and implementers of AI 
systems should be explicitly shared. If an AI system fails or causes harm, we should be able to determine the underlying reasons, and if 
the system is involved in decision-making, there should be satisfactory explanations for the whole decision making process. This pro-
cess should be auditable by the healthcare providers or authorities, thus enabling legal liability to be assigned to an accountable body.

Conclusion

     The application of AI in clinical settings should prioritize the promotion of well-being, minimize harm, and ensure equitable distri-
bution of benefits and risks. To achieve this, AI systems must be transparent and dependable, with a focus on mitigating bias in deci-
sion-making. Human designers or operators should remain responsible and accountable for the outcomes. In this article, we explore 
the various forms of bias that may be present in AI models used in clinical settings and present solutions to address these issues. We 
propose safety, fairness, transparency, and accountability as key principles to guide the training of AI models and reduce bias in clinical 
decision-making.
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