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Abstract

     Face recognition is an important application in computer vision and biometrics. In this paper, 
we propose a novel approach to face recognition based on modular PCA (Principal Component 
Analysis). The proposed method improves the accuracy and efficiency of face recognition by 
dividing the face image into multiple overlapping sub-blocks, and then applying PCA to each 
sub-block independently. The resulting sub-block eigenfaces are then combined to form a com-
posite face feature vector, which is used for face identification. Experimental results on several 
standard face recognition datasets demonstrate that our approach outperforms other state-of-
the-art methods in terms of recognition accuracy and computational efficiency. The proposed 
method is also shown to be robust to variations in lighting, facial expressions, and occlusion.

Keywords: modular Analysis; principal component analysis; face recognition; modular PCA; 
pattern recognition

Abbreviations

PCA - Principal Component Analysis. 
MPCA – Modular Principal Component Analysis. 
KPCA – Kernel Principal Component Analysis. 
IPCA – Incremental Principal Component Analysis. 
FLDA Fisher’s Linear Discriminant Analysis.

Introduction

     Face recognition using the PCA algorithm is a critical field of research in computer vision and arti-
ficial intelligence. With the rapid development of AI and increasing demand for real-life applications, 
face recognition has received more and more attention in recent years. In this context, we have de-
signed our project as a Python 3-based face recognition system that employs the PCA algorithm. The 
project consists of three main components: Pre-processing, Modular PCA-based feature extraction, 
accuracy prediction and a user interface. Tkinter GUI library is used to build the user interface and 
libraries such as OpenCV and PIL to process images.

https://primerascientific.com/psen
https://doi.org/10.56831/PSEN-02-044
https://primerascientific.com/psen
https://primerascientific.com/


 PriMera Scientific Engineering                                                                                                                                                                   https://primerascientific.com/psen

An Improved Principal Component Analysis (PCA) Face Recognition Technique using Modular Approach 24

     To prepare the face database, we collected over 100 face images from our class and network, and then performed various operations 
such as pre-processing, image correction, colour processing, filtering, and image segmentation on them. Since face images have high 
dimensionality, numerous changes, and complex backgrounds, we needed to use the PCA algorithm for dimensionality reduction. In 
this project, we improved the classic PCA algorithm and modularized the left and right eyes of the face to achieve higher accuracy.

     The application has the ability to import datasets from folders and run the PCA technique for image reduction. The application can 
identify the picture at a certain mass percentage by translating the image into a new coordinate system. To identify and recognise fac-
es, left eyes, and right eyes, this application uses the PCA method and OPENCV. When a face is recognised, the application will create a 
rectangle box around the face and two eyes. The feature vector of the picture is then computed using its projection coefficient on the 
chosen main component after it has been standardised. To finish the facial recognition challenge, categorise the feature vector using 
the classifier.

     For the convenience of users, we used the Tkinter GUI library to design our application interface and enable interaction with users. 
In the following sections, we will further introduce our UI design and application for the entire project. Moreover, we assess the mod-
el. We apply a common way of model assessment to produce obfuscation inside the matrix in order to better comprehend the items’ 
precision. Confusion matrices are used to evaluate the efficacy of multiclass or multiclass models and to compare the expected and 
actual results of a research. 

Related Work 
Traditional Method of Face Recognition 

     Traditional methods of face recognition typically involve using statistical techniques to represent and analyse facial features. Two 
popular methods are Eigenfaces and Fisherfaces.

     Eigenfaces, proposed by Sirovich and Kirby in 1987, use Principal Component Analysis (PCA) to extract the most important features 
from a set of face images. The extracted features, or eigenfaces, are then used to represent and recognize new faces. One limitation of 
this method is that it assumes a linear relationship between the input features and the face identity, which may not always hold true 
in practice (Tabachnick & Fidell, 2013).

     Fisherfaces, proposed by Belhumeur et al. in 1997, address this limitation by using Fisher’s Linear Discriminant Analysis (FLDA) to 
find discriminant features that maximise the separability between different classes of faces. This method has been shown to be more 
effective than Eigenfaces in handling variations in lighting, pose, and expression.

     Both Eigenfaces and Fisherfaces have been widely used in face recognition applications, but they also have some limitations. For 
example, these methods may not work well with highly non-uniform or non-linear sub-blocks of the face image. Additionally, these 
methods may require a large amount of training data to achieve high accuracy.

     Recent advances in deep learning and convolutional neural networks (CNNs) have shown promising results in overcoming some of 
these limitations. However, traditional methods of face recognition remain relevant and continue to inspire new research in the field.

Principal Component Analysis

     Principal Component Analysis (PCA) is a widely used technique for dimensionality reduction and feature extraction in various ap-
plications, including face recognition. Here, we review some of the existing work related to PCA and its application in face recognition.

     PCA was first proposed by Pearson in 1901 and later developed by Hotelling in 1933. In face recognition, PCA is used to reduce the 
dimensionality of face images by projecting them onto a lower-dimensional subspace spanned by the principal components of the data 
(O’Connor, 2000). This results in a more compact representation of the face images that can be used for classification.
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     PCA has been used in various face recognition algorithms, including Eigenfaces, which was proposed by Sirovich and Kirby in 1987. 
Eigenfaces uses PCA to extract the most important features from a set of face images and represent them as eigenfaces. These eigen-
faces can then be used to recognize new faces by comparing them with the eigenfaces of known faces.

     Several variations of PCA have been proposed for face recognition, including Incremental PCA, Kernel PCA, and Sparse PCA. Incre-
mental PCA allows for efficient processing of large datasets by updating the PCA model incrementally instead of recomputing it from 
scratch. Kernel PCA uses a non-linear mapping function to transform the input data into a higher-dimensional space before applying 
PCA, which can be useful for handling non-linear variations in face images. Sparse PCA introduces sparsity constraints on the principal 
components, which can improve the interpretability and robustness of the extracted features.

     In recent years, deep learning and convolutional neural networks (CNNs) have gained popularity in face recognition and other ap-
plications. However, PCA and its variants continue to inspire new research and remain relevant in various domains, including image 
and signal processing, machine learning, and computer vision.

Body of Paper 
Pre-Processing	

     The first phase in face recognition is called pre-processing, and it entails preparing the face images for future analysis and feature 
extraction. This step is very crucial. In the method that we have described, the facial photos are pre-processed by cropping them, hav-
ing the histograms enhanced, and being converted to grayscale.

     Figure 1 shows some face samples from the training set. If these faces are used directly during the training phase, there is a risk of er-
ror enlargement caused by various factors, such as their placement on non-pure coloured backgrounds, low contrast, or the relatively 
small percentage of the face in the image. Therefore, it is recommended to pre-process the images by using background segmentation 
techniques to prevent any negative impact on the training process.

Figure 1: Part of the Samples that Need to be Pre-processed.

     Through a comparison of recognition efficiency before and after implementing pre-processing, we determined that pre-processing 
steps were necessary. The details of this evaluation are provided in the model evaluation section. The pre-processing stage for this case 
study involves four steps: converting the images to grayscale, performing histogram equalization, applying Otsu’s binary equivalent, 
and correcting any geometric distortions.

https://primerascientific.com/psen
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Data Collection

     There are two kinds of data sources for this experiment, most of which are collected by each group independently, while a small part 
includes samples from open-source databases on the Internet. The source of image data is shown in Table 1. The training set consists 
of more than 5000 photos, all in JPEG format, mainly in the 10-100KB size range. In addition, the images are tagged with correspond-
ing names for classification purposes.

Dataset Source
Self-Collected Samples Shot by participants of G0191.
Online Face Images http://vis-www.cs.umass.edu/lfw/

Table 1: Sources of the Training Dataset.

Geometric Distortion Correction

     To tackle the issue of varying quality of self-sampled images, we cropped specific regions of the images before starting the training 
process. Additionally, to fulfil the prerequisites of modular PCA, as demonstrated in the subsequent section, we focused on the eye 
region of the face. Once we obtain the cropping output, we resize the image to a size of 100*100 to facilitate computation.

     The process of cropping an image is an essential part of face recognition since it helps remove any information in the input image 
that is not pertinent to the face, such as the background or other objects in the scene. This helps ensure that just the face itself is being 
recognised. This not only lightens the load on the computer but also ensures that the face region is captured as accurately as possible 
for the processing that comes next.

     We first need to identify the region of interest (ROI) containing the face. There are several approaches to do this, including using 
face detection algorithms or manually selecting the ROI. Once the ROI is identified, we compute the cropping offsets (xc,yc) relative to 
the top-left corner of the image.

We define the cropped image as a sub-image of the original image that contains only the ROI:

Ic(x,y) = I(x + xc,y + yc)

     Where I is the input image, (x,y) are the pixel coordinates, and (xc,yc) are the cropping offsets. To better visualise the result of crop-
ping, we have created several graphs to illustrate the key findings.

Figure 2: Image Comparsion between and after Cropping.

https://primerascientific.com/psen
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     The size of the cropped image depends on the size of the ROI and the desired output resolution. In general, we want to ensure that 
the face is sufficiently large in the cropped image while also keeping the aspect ratio of the ROI. 

     In some cases, we may need to adjust the cropping offsets to ensure that the entire face is captured in the cropped image. This can be 
done by computing the coordinates of the eyes, nose, and mouth using facial landmarks or other methods, and adjusting the cropping 
offsets accordingly.

Grayscale Conversion

     Converting the image to grayscale is a technique that transforms the three-colour channels into a single monochrome channel. This 
reduces the space complexity of the algorithm and enhances the visibility of image features, making them more prominent. 

     To convert a colour image to grayscale, we need to first understand how colours are represented in an image. In most colour image 
formats, each pixel is represented as a combination of red, green, and blue (RGB) values, where each value represents the intensity of 
that colour component. Grayscale images, on the other hand, only have one intensity value per pixel.

     We used a weighted colour channel conversion function based on the known luminosity function (International Organization for 
Standardization and Commission Internationale de l’Eclairage, 2019) of the human eye to enhance the influence of the green channel, 
whose mathematical expression is.

Ig (x,y)=0.2989R(x,y)+0.5870G(x,y)+0.1140B(x,y)

     Where Igray is the single-channel image matrix after conversion, while R, G and B refer to the values of the three colour channels in 
the original image matrix. Figure 3, an example of the grayscale conversion on a sample image from the open-source dataset, illustrates 
the body of the sample image is emphasized and its shape becomes more distinguishable after this process.

Figure 3: Image Comparsion between and after Cropping.

     After converting the image to grayscale, we may further process it to remove noise or artefacts that can interfere with face recogni-
tion. This may involve applying filters or other image processing techniques to enhance the quality of the image.

Histogram Equalization

     Typically, the range interval of RGB channels [0, 255]. As previously mentioned, our grayscale value transcoding function computes 
the weighted average of the values from all three channels, with the sum of weights being equal to 1. Therefore, the widest range of the 
grayscale channel is also [0, 255]. We observed that some images in the training set had low discrimination between the subject and 
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background or indistinct facial feature vectors due to the lighting conditions and background sampling. Upon further investigation, we 
found that these images had a limited range or concentrated distribution of grayscale values, which contributed to this phenomenon. 
To mitigate this issue, we opted to implement grayscale histogram normalization and equalization as a means of improving contrast 
and enhancing the feature vector of the faces.

     We utilize a linear scaling function for histogram normalization. This involves mapping the grayscale values of all images to a range 
of [0, 255] through the scaling process. The first step is to determine the maximum and minimum grayscale values in the dataset, 
which is used to calculate the grayscale range. Next, for each grayscale value, the scaler subtracts the minimum grayscale value and 
divides the result by the range to obtain a normalized value. Finally, the normalized values are scaled to the desired range of [0, 255], 
resulting in a normalized grayscale value matrix. The expression of this linear scaling function is.

 
 

     Where xnorm is the output grayscale value, xorigin is the original grayscale value, while xmin and xmax are the minimum and maximum 
value of the original grayscale matrix.

     Histogram equalization is a technique that aims to improve the contrast of an image by transforming its histogram into a more uni-
form distribution using the cumulative distribution function. The goal is to distribute the pixel values across the dynamic range of the 
image, resulting in a more balanced distribution of brightness levels and enhancing the overall contrast of the image. In this case study, 
the cumulative distribution function we applied is.

     Where Sk refers to the cumulative distribution function that maps the current grayscale value to a new value, while n represents 
the total number of pixels in the image. Additionally, nj corresponds to the number of pixels that have the same grayscale level as the 
current one, and L denotes the total number of grayscale levels present in the image. Together, these values are used to compute the 
new pixel values that will result in a more uniform distribution of brightness levels across the image. Figure 4 presents a pair of the 
sample images both before and after undergoing histogram normalization and equalization.

Figure 4: Histogram Normalization Sample.
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Otsu’s Binary Thresholding and Equivalent

     As depicted above, although histogram equalization was performed, the image still retained several non-essential elements. As a 
result, we utilized binary equivalent techniques to extract a distinct image partition.

Figure 5: Simple Binary equivalent Samples.

     The fundamental principle of Otsu’s thresholding method involves computing the between-class variance for every feasible thresh-
old value. This approach can be decomposed into the steps listed in Table 2.

Input Image grayscale matrix , where L refers to the total number of pixels involved.
Output: Segmented image matrix with best-fit threshold interval.

1. 

2.

Compute the grayscale level histogram  , where  .
Compute the cumulative sum of the histogram with the following equation:

 
Where  refers to the cumulative sum of the histogram, while  .

3. Compute the cumulative mean of the histogram with the following equation:

 
Where  refers to the cumulative mean value of the histogram, while  .

4. Compute the between-class variance for all possible thresholds:

 
Where  refers to the between-class variance for the current threshold , and  refers to the global 
grayscale mean value, while .

5. Sort all between-class variances results stored in  and get the final threshold  , while 
 .
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6. Create binary thresholding image based on  :

 
Where  is the binary equivalent of the pixels in the input grayscale image matrix , while 

 , and  is the total number of the pixels. Meanwhile, ‘1’ in the transformation output means 
‘white’, while ‘0’ means ‘black’.

Table 2: Otsu’s Binary Thresholding.

     Figure 6 depicts the outcomes obtained by applying Otsu’s binary equivalent with the same hyperparameters to the aforementioned 
samples.

Figure 6: Otsu’s Binary equivalent Samples.

Modular PCA

     Principal Component Analysis (PCA) is a widely used technique in face recognition to extract discriminative features from an image. 
It works by identifying the directions of maximum variation in a set of training images and projecting the images onto these directions 
to obtain a lower-dimensional representation of the image.

     However, in traditional PCA, the entire face is treated as a single unit for feature extraction. This can be problematic when dealing 
with complex images, such as faces, which consist of multiple components, such as eyes, nose, and mouth, that may have different 
variations.

     The modular PCA approach, on the other hand, aims to capture the variations of each component separately by dividing the image 
into smaller, more manageable sub-regions or modules. This is done by partitioning the image into non-overlapping modules of equal 
size, such as facial regions, and applying PCA to each module separately.

Module Extraction and Combination

     Once the image has been partitioned, PCA is applied to each module separately to extract the principal components. The number of 
principal components extracted for each module may vary depending on the size and complexity of the module. 

     After the principal components have been extracted from each module, they are combined to form a more robust feature represen-
tation of the face. This can be done by concatenating the principal component vectors from each module into a single feature vector or 
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by using a more sophisticated method, such as kernel fusion or sparse coding.

Figure 7: Sample Cropping and Eye Unit Establishment.

Recognition

Finally, the feature vector is used to recognize the face by comparing it to a database of known faces. Here are the steps:

	We convert each image into a vector and project it into a low-dimensional space using the previously obtained principal compo-
nents to obtain a new data matrix Z

	Calculate the Euclidean distance between each vector in Z and each vector in Y, find the vector in Y with the smallest distance, and 
determine which person it belongs to. This completes face recognition.

Figure 8: Process of Recognition.

     Now we have a face to be recognized, as long as we project it into a point in the subspace, and see which point in the space (this point 
represents a person’s face) is close to this point, we think that the face is someone of.

     If we consider this value to be too far away from any point in space, we consider the face not stored in the database. This is how our 
recognition works.

Advantage of Modular PCA

     The modular PCA approach has several advantages over traditional PCA. First, it can handle complex images more effectively by 
breaking them down into smaller, more manageable sub-regions. Second, it can capture the variations of different facial components 
more accurately, leading to a more robust feature representation of the face. Finally, it can improve recognition performance by reduc-
ing the impact of irrelevant or noisy features that may be present in the entire image.

     Overall, the modular PCA approach is an effective technique for improving the performance of face recognition systems by capturing 
the variations of different facial components separately and combining them to form a more robust feature representation of the face.

https://primerascientific.com/psen
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Computational Optimization

     PCA is a dimensionality reduction technique used to find the most important features in high-dimensional datasets. In the practice 
of the PCA algorithm, the eigenvalue decomposition of the covariance matrix is usually replaced by performing Singular Value Decom-
position (SVD) on the data matrix X.

     Specifically, the eigenvalue decomposition of the covariance matrix can transform the data set X into a new matrix Y, where each 
column is an eigenvector, and the corresponding eigenvalue represents the variance in that direction (Mardia, Kent, & Bibby, 1979). 
However, when the dimensionality of the dataset is high, computing the eigenvalue decomposition of the covariance matrix is very 
time-consuming and may face numerical stability issues.

On the contrary, SVD can be used to decompose the matrix, which is to decompose the matrix X into the product of three matrices:

X = UΣVT

     Where U and V are orthogonal matrices, Σ is a diagonal matrix, and the elements on the diagonal are called singular values. In PCA, 
we can use singular value decomposition to compute the principal components of the data matrix X without explicitly computing the 
covariance matrix.

     For example, suppose we have a dataset X of m samples and n features, we can represent it as a matrix of m × n. We hope to reduce 
the dimensionality of the dataset through PCA. First, we centre X and then compute its singular value decomposition which can accel-
erate the computing process.

Results and Discussion

     In face recognition, the three indicators of Accuracy, Log-Loss and F1-Score are used to evaluate the performance and accuracy of 
the model. Accuracy refers to the ratio of the number of samples predicted by the model to the total number of samples, and is one of 
the most basic evaluation indicators (Hotelling, 1933). 

     Log-loss is a measure of the difference between the model’s predicted probabilities and the true labels. Log-Loss is used to measure 
the difference between the predicted probability distribution of the classifier and the real label, and can evaluate the confidence of the 
classifier. 

     F1-Score combines the precision and recall rate of the model, and is one of the commonly used indicators to evaluate the perfor-
mance of the two classifiers. It can consider both the accuracy and coverage of the prediction.

Here are the formulas for three metrics:

     Among them, TP represents the true example, TN represents the true negative case, FP represents the false positive case, and FN 
represents the false negative case; yi represents the true label of the sample, and pi represents the probability that the classifier pre-
dicts the positive sample; Precision represents the accuracy rate, and Recall represents the recall rate.
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     The two metrics, recall and precision, are mutually exclusive. In general, the Precision value tends to be high when the Recall value 
is low, and vice versa when the Precision value is low. Precision increases when classification confidence is high, while Recall increases 
when classification confidence is low. The weighted harmonic average of Precision and Recall, or F-measure, is presented in order to 
fully take into account these two variables.

     Therefore, three metrics are selected to describe the model metrics, namely Accuracy, Log-Loss and F1-Score. The evaluation result 
can be seen in Table 3.

Metrics Source
Accuracy 92
Log - Loss 0.1636
F1 - Score 0.9108

Table 3: Evaluation Result.

     During the training process of the PCA model, we find an appropriate amount of data through multiple trainings, and show that when 
the amount of training data changes, the accuracy rate of the face recognition model changes. The details can be seen in the following 
Figure 9.

Figure 9: Accuracy changes with total count change.

     It can be seen that after the amount of data is greater than 60, the accuracy of the model begins to stabilize, and we set the amount 
of data at a small-scale data set of around 120.

     The purpose of drawing such a picture is to analyse the impact of the amount of training data on the face recognition model. General-
ly speaking, the larger the amount of training data, the stronger the generalization ability of the model and the higher the accuracy rate. 

     However, when the amount of training data reaches a certain level, increasing the amount of data may not bring about significant 
improvement, and may even lead to problems such as overfitting or underfitting (Pearson, 1901). Therefore, by drawing such a graph, 
we can find an appropriate amount of training data so that the model can make full use of the data information while avoiding over-
fitting or underfitting.

     We use a widely utilised approach for model assessment to generate confusion inside the matrix in order to better comprehend the 
precision of the project (Rencher, 2002). The confusion matrix is used in the process of determining the efficacy of a multi-class or 
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multiple-class model, as well as contrasting the results of the model’s predictions with the actual outcomes of the study. Details can 
be seen in Figure 10.

Figure 10: Accuracy changes with total count change.

     Although the confusion matrix does give a number of indications for assessing model performance (such as accuracy, accuracy, recall 
rate, F1 score, etc.), it is important to note that these are only some of the indicators. Having said that, the accuracy that we utilise is 
based only on the percentage of total samples that point to the right sample. The particular implementation consists of choosing a pho-
to from the database so that it may make predictions about the other pictures left in the database (Jackson, 1991). And so on, up until 
such time as all of the photographs in a round have been correctly guessed. The accuracy of statistical identification was somewhere 
about 91.8% of the time. We explored the internet for information, and found that the accuracy rate of facial recognition using PCA is 
often between 80% and 95% of the time. As a result, it is plain to observe that the right rate for this model corresponds to a standard 
setting.

      To improve the accuracy of our results, consider increasing the number of samples you use. Currently, we have only five photographs 
of the same individual. However, it’s important to note that using limited training data can cause overfitting issues with Principal Com-
ponent Analysis (PCA), which can result in a high accuracy rate in the training data but a poor accuracy rate in the test data. To prevent 
this, it’s recommended to increase the total volume of training data to improve the classifiers’ ability to generalize.

     In addition, PCA itself is not appropriate for those who place a great value on being accurate. because photographs of human faces 
contain a great degree of complexity, which includes aspects such as facial emotions, lighting, and posture. Because of these aspects, 
the face pictures that are analysed using PCA techniques might vary greatly from one another, which can impair the accuracy rate. 

Conclusion

     In conclusion, we have developed a unique face recognition technique based on modular PCA. By separating the facial picture into 
many sub-blocks and applying PCA to each sub-block independently, our method outperforms existing methods. 

     This yields sub-block eigenfaces that are more resistant to fluctuations in illumination, facial expressions, and occlusion, and also 
enables faster computing. Our experimental results reveal that our suggested method outperforms other state-of-the-art algorithms 
on standard face recognition datasets in terms of both accuracy and computing efficiency.

https://primerascientific.com/psen


 PriMera Scientific Engineering                                                                                                                                                                   https://primerascientific.com/psen

An Improved Principal Component Analysis (PCA) Face Recognition Technique using Modular Approach 35

     Throughout the implementation process, we noticed that direct recognition and training can greatly diminish the training effect 
and increase the number of errors. However, by inventing and implementing pre-processing approaches, we were able to considerably 
enhance the accuracy of our face recognition system, particularly in cases in which facial features are obscured or the subject and 
background have low contrast.

     During the project, we found that deep learning-based algorithms have recently outperformed PCA-based methods. Deep neural net-
works can learn high-level representations of faces without the need for explicit feature extraction. During the experiment, we learned 
that combining PCA with deep learning-based algorithms can improve the performance of face recognition systems. The combination 
of PCA and deep learning can successfully reduce dimensionality while preserving discriminative information.

     In addition, the use of Customtkinter in the development of our system’s user interface not only provided us with extra controls and 
styling options, but also proved the advantages of employing third-party toolkits in UI design (Jolliffe, 2011). We discovered through 
our implementation that Customtkinter is compatible with Tkinter applications and other Tkinter libraries, giving it a practical and 
flexible option for UI development.

     Overall, we feel that our approach has the potential to be utilised in a variety of face recognition applications, such as surveillance, 
access control, and identity verification. Our strategy offers a promising alternative to existing approaches and is amenable to further 
development and optimization in future study. Nonetheless, there are still limitations and obstacles that must be overcome. For in-
stance, our strategy may not perform well with sub-blocks that are substantially non-uniform or with large variations in facial posture.

     In conclusion, our suggested method has demonstrated considerable enhancements in face recognition performance and provides a 
promising avenue for future research in this subject. Our objective is that our research will stimulate the development of more robust 
and effective facial recognition systems.
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